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Abstract—This work provides a system modeling approach
to describe a virtualized data center environment running a
business process. This model allows the collection of simulation
data at different workload rates that can be used as a dataset
for reasoning about quality of service and energy efficiency issues
related to the process. The model overcomes the issue of obtaining
real data from data center administrators and collecting relevant
information needed for studying the process behavior. The model
is flexible and can be used to model data centers of different
dimensions and characteristics. It can also be used for “what-if”
analysis about the system configuration, predicting the outcome
of a modification over energy efficiency and quality of service.

Index Terms—Model, energy efficiency, quality of service, data
center, estimation, business process, virtualization.

I. INTRODUCTION

Energy efficiency management and energy usage reduction
are important topics in the data centers environment. Data
centers consume a considerable percentage of the worldwide
global energy and, most of the time, available resources are
not properly used. In the context of Service Oriented Systems,
energy efficiency is usually in conflict with quality of service
(QoS). The tradeoff between these two aspects is difficult to
manage in an efficient way.

We are ultimately interested in collecting data reports of
energy usage and QoS from a real system. This allows us to an-
alyze and adapt its design (e.g. resource allocation, VM-server-
activity mapping, etc.) toward a dynamic balance between en-
ergy efficiency and adequate QoS. This goal presents multiple
challenges. First, a predictive model of the system or some
means of predicting the outcomes of a system design change
is necessary. Further, online changes will be required and these
must be monitored. The collection of real monitoring data for
energy and QoS is not trivial. The first issue is the availability
of such an observable environment, with a monitoring system
installed. Data center owners are also reticent to give access to
data even if the customers’ data are not of a sensitive nature,
and even more reticent to allow the access to their system
and its modification. Yet another challenge arises because,
with virtualization, a system which “appears” to function in
isolation, actually does not. It is important to understand the
behavior of the system under study while also incorporating

relevant influences of the “neighboring” systems in the virtual
environment. In well controlled data center settings, i.e. when
virtual resource management is transparent and stable, this task
is straightforward. In other scenarios, it is complex.

Given these premises, we propose a system modeling ap-
proach which helps addressing the aforementioned challenges
by approximating the behavior of a real system. The model
allows clear expression, calibration and prediction. It can be
used for collecting simulated monitoring data and for testing
different workload levels, difficult to test in a real environment.
The model of the data center is also flexible. It can be enriched
with more components and parametrized depending on the
characteristics of the business process (BP) considered. The
structure of the system, in terms of resources allocated, number
of active servers, positions of the virtual machines, can be
modified at any time. The simulation can be used to conduct a
what-if analysis to evaluate the outcome of a modification over
energy efficiency and QoS in an off-line modality. Even being
an approximation of the real system, the proposed approach
allows testing of configurations impossible to perform in a
real environment, without affecting its performance.

The class of systems we aim to improve (and model) is
a coherent set of servers composing in a single data center.
The intended purpose of the system class is to support a BP.
A BP can be described as a work-flow of activities. It is
deployed over these servers using virtualization. In this class
of system, each activity is on its own dedicated virtual machine
(VM). The work flow has conditional branching which depends
on the user interaction but which can be estimated from
historical data. The system’s monitoring sub-components will
periodically sub-sample the system state to enable model
calibration and validation as well as support real-time analysis.
The number of variables to be monitored and the rate for data
collection are dependent from the number of servers and virtual
machines involved. A representation of one example of this
class of system is shown in Fig. 1. It comprises 2 servers with
2 and 3 business activities, each executing in its own VM.

We proceed as follows: in Sec. II we introduce related
works. In Sec. III we describe how the system has been
modeled in all its components. In Sec. IV we validate our
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Fig. 1. A system class example

model by simulating an incoming load. Conclusions and future
works are discussed in Sec V.

II. STATE OF THE ART

Models are fundamental in a lot of different fields. Models
can be used in an offline and online mode to evaluate new
configurations and solutions to a problem both at design and
run time.

In energy efficiency research, power models are used to
improve the design of components and of the system. In [1],
the authors provide a model for the CPU power consumption,
while in [2] and [3] other components, such as memory, disks,
and networks are modeled too, always with a focus on energy
and power. In [4], a model for real-time power consumption
prediction is provided. A collection of work related to power
models is provided in [5].

Energy consumption measurements are hard to collect in a
data center environment. The problem of estimating energy at
a software level is still open. Some scholars try to estimate the
energy consumption of an application from the knowledge of
the amount of resources used by the application and the total
execution time [6]. Resources considered are CPU, network,
and disk. In [6] energy consumption of a laptop battery is
considered. This does not extend to desktop or server systems.
A similar approach is described in [7] where idle and activity
states are distinct when estimating energy consumption.

Other approaches model energy consumption focusing on
the virtual machine level. In [8], the account of energy con-
sumption is estimated from performance monitoring counters
(PMC) of CPU and memory. The authors define a power
model, trained with data collected for different loads of each
component. Another approach [9] builds a parametric model
to compute energy based on resources usage. In the model
only CPU, memory, and disk are considered. The contribution
of each component is modeled as a linear function of its
usage. The accounting of each VM can be made knowing the
amount of each physical resource used by it. This information
is available from the hypervisor. The parameters of the linear
functions need to be learned using linear regression.

The definition of a model for energy estimation at the
application or virtual machine level is still an open issue and

TABLE I
GREEN PERFORMANCE INDICATORS AND KEY PERFORMANCE

INDICATORS

Indicator Description

CPU Usage The amount of CPU used as a fraction of
CPU allocated. It is a number between
0 and 1. It can be measured both at the
VM and at the server level

Response Time Time between the start and the comple-
tion of a specific activity instance in the
BP. It is measured in seconds.

Energy The amount of energy used by a com-
ponent in the system. It is measured in
kilowatt-hour

Performance per kWh The number of operations that each ac-
tivity executes per energy unit, expressed
in kilowatt-hour.

all the presented techniques use approximation in defining the
energy consumption model.

The cited works are only a small subset of available fields
in which models have been proposed to describe the behavior
of a system and to allow testing and off-line reasoning on its
behavior. The system modeled in this paper focus attention
on a different system class, virtualized data centers. Also the
level of monitoring is different, incorporating application level
information of the BP and its parameters.

III. THE MODEL OF THE DATA CENTER

Energy efficiency and QoS of a process executed over a data
center are not directly measurable, but can be assessed using
a set of indicators belonging to two families: green and key
performance indicators [10][11]. In this work we consider a
small subset of these indicators. The list of indicators, with
a description, is contained in Tab. I. Indicators values are
computed from data collected through a monitoring system.

In this section, we present a system modeling approach to
simulate the collection of monitoring data. Some assumptions
are made about the system that we are going to model:
• we model a BP in which each activity is deployed on a

dedicated virtual machine;
• resources are not over-allocated, the sum of the resources

allocated through virtualization is no more than the avail-
able physical resources;

• resources that are not used can be momentarily used by
other virtual machines if needed.

The complete list of variables monitored and computed in
the system is contained in Tab. II.

In the rest of the section the modeling of all the in-
teresting components is analyzed, including CPU utilization
(Sec. III-A), response time (Sec. III-B) and performance per
kWh (Sec. III-C).

A. CPU Usage

CPU usage of the virtual machine is strictly dependent
on the workload and on the activity executed on the virtual
machine. Each activity k has an average usage need λk. Given



TABLE II
VARIABLES IN THE SYSTEM

Symbols Description

i : i = 1 . . . I virtual machine i of the system

j : j = 1 . . . J server j of the system

k : k = 1 . . .K activity k of the system

dk, di need for CPU for activity k or virtual machine
i

L, li incoming load rate for the whole process and
for virtual machine i

Uj , Ui CPU usage value for server j or virtual ma-
chine i

Vi CPU usage value for virtual machine i ex-
pressed in terms of server resources

Ri response time of the activity k running on
virtual machine i

PEi performance per energy unit of the activity k
running on virtual machine i

Pj , Pi instant power consumed by the server j or
virtual machine i

ET
j , E

T
i energy consumed by the server j or virtual

machine i in the time period T

CPUj , CPUi total CPU allocated to the server j or virtual
machine i

this value, in each moment, the resource demand of the activity
can be sampled by a distribution. We want to sample from a
distribution so that samples are around λk but with some small
deviation, in order to simulate small variations around the
average usage rate. We decided to use a Poisson distribution,
in which the parameter λk represents the more probable value.
Poisson has been chosen because it samples integer positive
values around the more probable one. The demand for activity
k can be defined as:

dk ∼ Pois(λk) (1)

with dk : [0...Dk] an absolute value representing the amount
of resources needed.

Given the instantaneous load value li, the estimated resource
need of virtual machine i to execute activity k is:

di =

{
dk

CPUi
IF li ≤ 1∑

li
dk

CPUi
+ f(li) IF li > 1

(2)

with di ∈ [0...Di] a value representing the amount of resources
needed expressed as a fraction of the resources on virtual
machine i. In Eq. 2, the value f(li) is an overload due to the
management of the request queue when more than 1 request
is received. In our tests we will consider this value as 0.

From Eq. 2 we can derive the usage of virtual machine i
as a direct consequence of its resource demand as follows:

Ui = min 〈di, 1〉 (3)

with Ui ∈ [0...1] expressed as a ratio of the VM resources.

This model derives the CPU usage so that all the avail-
able resources will be used if needed, without exceeding the
maximum available which is 1.

Starting from sampled values from the defined distributions
for each VM in the example system, it is possible to compute
the CPU usage at the server level. In this case, we expect the
CPU usage of the server to be proportional to the CPU usage
of the virtual machines running on it, plus a constant value s
representing the CPU used by the server itself. We also add
a noise parameter η to the equations. We represent the CPU
usage model for the server in normal conditions in Eq. 4:

Uminj = min

〈
1,
∑
i∈j

wiUi + s+ η

〉
(4)

with Uminj ∈ [0...1] expressed as a ratio of the server
resources. The weight wi represents the ratio of CPU on the
server allocated to the Virtual Machine and can be expressed
as:

wi =
CPUi
CPUj

(5)

The usage of each virtual machine is not isolated and when
the demand of one of them is high, it can use more resources
than the one directly assigned, by stealing unused CPU cycle
if they are available or competing with other virtual machines
for them. For this reason, when defining the CPU usage for
a server, this can be bigger than the sum of the usage of the
single virtual machines running on it. We assume that all the
available resources will be allocated if needed and we define
the server usage as:

Uj = min

〈
1,
∑
i∈j

widi + s+ η

〉
(6)

with Uminj ∈ [0...1] expressed as a ratio of the server
resources.

From Eq. 4 and Eq. 6 it is possible to derive the amount of
resources on the server that are reallocated to one or more of
the virtual machines running on it as:

U∗j = Uj − Uminj (7)

with U∗j ∈ [0...1] expressed as a ratio of the server resources.
The amount of extra resources used by a virtual machine
will be a portion of this value proportional to the unsatisfied
demands of all the virtual machines on the server j:

U∗i = min

〈
di − Ui,

di − Ui∑
i:di>Ui

wi(di − Ui)
∗ U∗j

〉
(8)

with Ui expressed as a ratio of the virtual machine resources.
The effective CPU usage of the virtual machine derives

from Eq. 3 and Eq. 8:

U ′i = Ui + U∗i (9)



with U ′i expressed as a ratio of the virtual machine resources
possibly bigger than 100%.

The resources used on the server j for the virtual machine
i can be derived from Eq. 9 as:

Vi = wiU
′
i (10)

with Vi expressed as a ratio of the server resources.

B. Response Time

Response time is modeled here as the time needed for exe-
cuting an instance of an activity. Response time is dependent
from the characteristics of the activity, but also from the CPU
usage of the machine running the application. When CPU
usage is low, the application can take easily all the resources
needed and complete in a small amount of time. When the
CPU usage is high, the application have to wait for resources,
and response time value increases.

As defined in [12], response time can be expressed by the
following relation:

R =
c ∗ usage
d− usage

+ e (11)

with c, d and e parameters dependent from the application
behavior. This expression is generic and does not fit properly
a virtualized environment. If the server in which the virtual
machine is deployed is overloaded, the response time will be
longer because of the non isolation of the resources shared
between virtual machines concurrently running on the same
server.

In our model, we want to express the relation between
the average response time of an activity running on a virtual
machine taking into account that the real usage of the virtual
machine can be bigger than one if it is using spare resources
on the server. We also want to model the response time
so that an exponential growth can be observed when the
resources available for the virtual machine are less than the
one demanded. Hence, we modify Eq. 11 as follows:

Ri = tk +
tk10

−2Ui
[1− (di − U ′i)]γ

(12)

with k deployed on virtual machine i.
According to this model, defined tk as the minimum amount

of time to complete the activity k on virtual machine i,
response time will be only slightly increased with the usage of
the virtual machine, with an exponential increasing when not
enough resources are available.

C. Performance per kWh

The Performance per kWh metric gives a measurement of
the number of operations the activity can complete using an
energy unit. The mathematical definition is as follows:

PEi =
NT
i

ETi
(13)

where NT
i is the number of operations completed in the period

of time T and ETi is the energy used in the same period.

The numerator of Eq. 13 is strictly dependent on response
time. We can consider the total number of operations executed
by an instance of the activity as a constant value Nk. Knowing
the response time of the activity, which is the time to complete
all its operations, the number of operations completed in the
period T can be expressed as:

NT
i =

Nk
Ri
∗ T (14)

where the activity k is the one deployed on virtual machine i.
To derive the second term of equation 13 we have to define

the power consumed by the server. According to [13], power
consumed by a server can be computed as the combination
of the idle power consumption plus a component dependent
on the CPU usage. The idle power is a portion of the power
consumed in peak usage condition, expressed as P peakj . From
this value we can derive a formula for modeling the server
power consumption as follows:

Pj = αP peakj︸ ︷︷ ︸
idle

+ βP peakj ∗ Uj︸ ︷︷ ︸
usage dependent

(15)

where α and β are equal to 0.66 and 0.34 according to [13].
Similar values are provided in [14] where authors assign to
idle server the 60% of the peak power consumption.

Another model is provided in [12] similar to Eq. 15.
The power consumed by the whole server has to be split for

all the virtual machines running on it. If we consider Eq. 15,
the only portion of energy that can be ascribed to the virtual
machines is the non idle part. Assuming the server is not doing
anything except running the virtual machines, power can be
split on the basis of CPU utilization.

Pi = βP peakj ∗ wiU ′i (16)

where wi is defined as in Eq. 5 and U ′i is defined as in Eq. 9.
Energy can be computed integrating the power over the time

period considered, both for the server:

ETj =

∫
T

Pj,t dt (17)

and for the virtual machine:

ETi =

∫
T

Pi,t dt =

∫
T

βP peakj,t ∗ wiU ′i,t dt (18)

All the parameters of the model are described in Tab. III.
The model defined to this point must next be calibrated to

express the physical equipment used, the activities running on
the virtual machines, the structure of the data center, and the
mapping between activities, virtual machines, and servers.

IV. MODEL VALIDATION

Once the model has been defined, it can be validated for
relational correctness by simulating an incoming load into
the system. Validation is used to check whether the model
expresses the key relational properties of the system, reflecting
how this class of systems reacts to different load regimes.



TABLE III
PARAMETERS IN THE SYSTEM

Parameter Description

s server CPU usage that is independent from the
virtual machines deployed on it

η noise added to the server usage computation

γ parameter for the exponential behavior of the re-
sponse time

α, β parameters for the computation of the power con-
sumption knowing the peak power usage

tk minimum time for completing activity k

λk average resource need of activity k

Samples values for all the metrics of the system can be
obtained giving a load value as input of the model. The load
represents the number of requests that has to be handled at a
given time by the process. Since each activity has a probability
to be executed due to the branches probabilities, the general
load has to be redistributed according to these values. As an
example, in the BP in Fig. 1, Activity1 and Activity5 are
always executed, so they will have to handle the 100% of
the incoming load, while Activity2, Activity3 and Activity4
will handle only a portion of it depending from the branch
execution percentage. This value is expressed as a parameter
of the activity.

Given a load value L, different activities can require differ-
ent CPU resources, This feature has been modeled using the
activity parameter λk, representing the average CPU usage of
activity k. Eq. 2, allows us to derive the resource demand di
of a Virtual Machine as:

di =
∑
li

Pois(λk)

CPUi
(19)

where li = L ∗ splitProbk.
Substituting this value in the formulas described in Sec. III

results in the derivation of simulated values of the monitoring
system.

We evaluated a model of a system with two servers S1 and
S2 and three virtual machines V1, V2 and V3, which is a part
of the system shown in Fig. 1. To observe the load impact, an
incremental load was used to test the model, starting from 0
and increasing to 20 for the first virtual machine while keeping
the other two stable at a constant load of 5, and the same
was repeated for each VM. Values obtained for the system
are represented in Fig. 2, where the first line contains the
plots of all the values monitored on server 1 and the second
all the values monitored on server 2. The CPU usage values
of different VMs has to be independent by each other, but
they influences the CPU usage of the server where they are
deployed. This relation is shown in Fig. 2(a) and Fig. 2(d).
Even response time values are independent from each other,
but they are dependent from the usage of the VM’s CPU and
response time values increase exponentially when CPU gets
saturated (see Fig. 2(b) and Fig. 2(e)). Powers of different

Fig. 3. What-if analysis with three different configuration of the data center

VMs are independent, but they are related to the power of the
server which hosts them and they are also dependent from the
CPU usage of the VM. This behavior is reflected in plots of
Fig. 2(c) and Fig. 2(f).

Finally, we used the model for what-if analysis, using three
configurations and evaluating quality of service and energy
efficiency for each of them. QoS has been expressed as the total
response time, while for energy efficiency we considered the
total energy consumed at the server level. In “Configuration1”
the system is the same as the previous tests, with three virtual
machines on two servers. In “Configuration2” all the VMs are
on S1 and S2 is turned off. In “Configuration3” a new server is
added and VM3 is migrated on it. Tests have been conducted
by increasing the load with the same rate for all the VMs.
From Fig. 3 we can see that energy increases with the number
of servers. On the contrary, QoS is better in “Configuration3”,
since more resources are available for each VM, and response
time remains low even when the load is high.

The model has been implemented using MATLAB [15]. The
code used for the experimental part presented in this section
is freely available at [16].

V. CONCLUSION

In this work, we presented a system modeling approach for
describing the behavior of the components of a data center
related to the deployment of a BP. Unlike other models for
energy usage estimation, this work focus on the application
level information and model a complex environment involving
a whole data center using virtualization. Through this model,
we were able to collect simulated monitoring data that can be
used in the study of strategies for improving energy efficiency
and quality of service of a BP. The model allows off line
simulation of different workload levels and a what-if analysis,
by changing the configuration of the data center and observing
the generated data. The what-if analysis enables the evaluation
of different system configurations, both in terms of energy
efficiency and of quality of service, providing a tool for
selecting the best solution given a load rate. Results discussed



(a) Usage of VM1, VM3, and S1 (b) Response Time of VM1 and VM3 (c) Power of VM1, VM3, and S1

(d) Usage of VM2 and S2 (e) Response Time of VM2 (f) Power of VM2 and S2

Fig. 2. Monitoring values on a system composed of two servers and three virtual machines

in Sec. IV showed that the monitored system behaves as
expected, with an increasing critical level as the load rate
increases. Even if with some approximation, the system allows
some reasoning impossible to recreate in a real environment
without affecting it.

In the future, the model will be used to collect data
for testing and comparing different adaptation strategies to
improve both quality of service and energy efficiency.
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