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ABSTRACT
As cities are becoming green and smart, public information systems
are being revamped to adopt digital technologies. There are several
sources (official or not) that can provide information related to
a city. The availability of multiple sources enables the design of
advanced analyses for offering valuable services to both citizens
and municipalities. However, such analyses would fail if the consid-
ered data were affected by errors and uncertainties: Data Quality is
one of the main requirements for the successful exploitation of the
available information. This paper highlights the importance of the
Data Quality evaluation in the context of geographical data sources.
Moreover, we describe how the Entity Matching task can provide
additional information to refine the quality assessment and, conse-
quently, obtain a better evaluation of the reliability data sources.
Data gathered from the public transportation and urban areas of
Curitiba, Brazil, are used to show the strengths and effectiveness
of the presented approach.
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1 INTRODUCTION
The quality of life in a city greatly depends on the well-being of
its citizens. To promote it, the municipalities invest in information
systems that assist the citizens (e.g., regarding urban mobility or the
identification of points of interest) directly or indirectly. In smart
cities, the efficiency of public transportation and infrastructure in-
vestments can be improved by taking advantage of the big amount
of data collected by municipalities. They enable the analysis of the
condition of public transportation and of the feasibility of improve-
ment actions that might require new solutions or modifications
to the current infrastructure. Regarding urban areas (e.g., squares,
gardens, hospitals, and parks), the municipalities can rationally
allocate investments to infrastructure improvements. Since data
are prone to errors and quality issues, it is important to assess Data
Quality (DQ) before using them in order to take valuable strate-
gical decisions. In fact, an analysis based on noisy or incomplete
information can generate wrong results [6].

In this paper, we present a data quality assessment approach
in which the application of Entity Matching (EM) aims to provide
additional quality measures contributing to the data consistency
of smart city information systems. The EM, also known as entity
resolution, deduplication, record linkage, or reference reconcilia-
tion, is the task that identifies the same real-world object across
different entity profiles [11]. In a smart city scenario, in which
plenty of data sources are available (e.g., collaborative and official
data sources), it is necessary to assume that multiple data sources
can contain the same information with different data quality levels.
Unfortunately, some of the consolidated EM techniques cannot be
adopted since they mainly deal with traditional structured sources
and in this context many sources are geographical datasets that
describe urban areas (e.g., squares). The EM approach described in
this paper addresses such issue by dealing with geographical data
sources that present data overlapping.

2 DATA QUALITY ISSUES IN THE SMART
CITY SCENARIO

Smart cities benefit of the data collected from multiple sources,
such as official documentation, third parties information, environ-
mental sensors, and so on, in order to improve the efficiency of
public services as public transportation and infrastructure works.
In the context of this work, the data sources belong to different
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systems and have a static nature, i.e., besides coming from different
repositories, they contain well defined and structured information
that does not change over time or is updated with a low frequency.
Examples of static data sources in a smart city scenario are urban
areas, bus stops, timetables and, bus line trajectories. In this work,
we consider the following static data sources of Curitiba: (i) Squares:
contains 682 squares described by their names and geometrical de-
scriptions and positioning; (ii) Bus Stops: contains approximately
6,982 georeferenced points distributed throughout the city.

The large amount of transportation data available enables the
design of smart services that can support citizens and really change
the way they live. However, in order to obtain the maximum value,
it is necessary to consider that not all the data might be relevant:
replicated data, missing or outdated values can negatively affect
decisions [4]. Focusing on Curitiba, for example, the comparison of
different official sources (such as IPPUC and Urbs) already listed
several differences, such as 20% of the total of bus stops. If we
compare the bus stops to non-official sources (such as Open Street
Map), the differences are even bigger. For this reason, the EM task
can be applied to measure the quality of data sources and provide
information about the number of entity linkages between two data
sources.

3 DATA QUALITY ANALYSIS
Acquiring knowledge about the sources of information is a prerequi-
site for getting valuable results from analytics application. Sources
are usually subject to quality issues due to errors and missing in-
formation and assessing Data Quality can be a good starting point
for identifying not significant information. In fact, data quality is
able to identify and eliminate “noises” that can affect data inter-
pretation and/or decisions. Data quality is often defined as fitness
for use, i.e., the ability of a data collection to meet users’ require-
ments [17] and it is evaluated by means of different dimensions
(e.g., accuracy, completeness, timeliness and consistency), which
definition mainly depends on the context of use (i.e.,data types,
data sources and applications) [3]. For this reason, in the smart city
scenario characterized by high source variety there is the need of
adaptive approaches able to select the assessment algorithms to use
on the basis of the data types and sources. In Figure 1, we propose
an assessment architecture able to deal with different sources and
users/application requirements. This architecture clarifies how the
EM task can provide additional information to the data quality
assessment. The Data Quality Service Interface lets the users and/or
applications access the Data Quality service in order to gather meta-
data that describe the quality level of the analyzed data sources.
Through this interface, they are also able to select data sources,
filter data on the basis of data quality requirements (e.g., select only
data objects with completeness greater than 80%) and choice data
quality dimensions to evaluate. Their settings and preferences are
saved for the subsequent invocations in the Settings repository.

All the dimensions and profile metadata are evaluated by the DQ
profiling and assessment that is composed of two main components:
the Profiling module and the Assessment module. The former is in
charge to evaluate summaries and statistics about sources while the
latter computes the data quality dimensions. Note that the assess-
ment module triggers the most suitable algorithm to perform on

Figure 1: Data Quality assessment Architecture

Figure 2: Data Quality enrichment through Entity Matching

the basis of the quality dimensions, on the type of values and on the
users requirements. All the resulting values are stored in the Qual-
ity Metadata database. The Assessment module interacts with the
Entity Matching service in order to gather additional information
about the sources and refine the quality measures.

In fact, assessment procedures provide quality metadata of the
different sources analyzing only their values. If data sources over-
lap, entity matching is needed: the same entity can be implicitly
contained in several sources and the comparison of the different
representation might reveal errors and inconsistencies and thus ad-
ditional information about the quality of the sources. In this paper,
we show that EM task can provide useful quality metrics (unique-
ness and completeness) that aim to enrich the set of data quality
metadata by providing more information about the reliability of a
specific source, as described in Figure 2.

First of all, the EM supports the evaluation of the source accuracy
by identifying duplicates. Redundancies need to be also identified
among different sources and can help the evaluation of the com-
pleteness of each data source. Note that the Entity Matching task
aims to solve the problem of identifying entities referring to the
same real-world object [11]. The task is crucial in every informa-
tion integration and data cleansing applications [10]. Given the
pairwise-comparison nature of the task, EM is an intriguing prob-
lem that demands the proposition of new effective approaches in
order to improve both the quality of similar entity pairs detection
and its execution time.

In general, the problem of EM is defined by considering two
data sources [6][13]. Given two sets of entities A ∈ S and B ∈
R from data sources S and R, the EM problem is to identify all
correspondences between entities in the EM relation E. We denote
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the schema of E as RE = (a1,a2, . . . ,an ). Each ai corresponds to
an attribute (e.g., name, category, and geographic coordinate). An
entity stored in the relation E assigns a value to each attribute.
This means that the input data sources S and R contain a finite
set of entities e = [(a1,v1), (a2,v2), . . . , (an ,vn )]. Let sim(e1, e2)
be the similarity measure between entities e1 and e2, Φmax the
maximum threshold that defines whether e1 matches e2 and Φmin
the minimum threshold that defines the pair e1 and e2 as non-match.
Thus, the task is to identify all pairs of entities M = {(ei , ek ) |
ei , ek ∈ S and sim(ei , ek ) ≥ Φmax }, NM = {(ei , ek ) | ei , ek ∈ S
and sim(ei , ek ) ≤ Φmin } and PM = {(ei , ek ) | ei , ek ∈ S and
Φmin < sim(ei , ek ) < Φmax } that are regarded as matches (M),
non-matches (NM), and potential matches (PM), respectively. The
definition includes the special case of finding similar entity pairs
within a single source (i.e., S = R).

For a single source, the EM process (i) compares the entities in
the source by using the Cartesian product, (ii) classifies the entity
pairs and, from this information, (iii) determines the amount of
duplicated entities contained in the data source. We use instead two
data sources (R and S), in order to provide information about similar
entities and, consequently, to support data integration. Thus, EM
compares all entities of R with all entities of S.

3.1 Single data source
The EM task can be performed with all types of data. In particular,
many EM algorithms are consolidated for structured data sets com-
posed of text and numeric values (e.g., as proposed in [14]). In this
work, we want to propose an Entity Matching (EM) approach1 for
dealing with entities that are represented by spatial geometries, e.g.,
polygons and points. Thus, the EM approach performs pairwise
comparisons between geometries available at the data source and
classifies each geometry pair according to the similarity between
the involved geometries. To classify a geometry pair, linguistic and
geographic matchers are applied. A linguistic matcher explores the
textual attributes of the geometries (e.g., name and description) to
determine the linguistic similarity (LS) of a geometry pair. To this
end, algorithms such as Jaccard and Levenshtein distance are used.
A geographic matcher explores the coordinates of both geometries
in order to identify the overlapping area or the distance between
them. The proportion of the overlapping areas (for polygons) or
the distance (for points) represent the geographical similarity (GS)
between the geometries of a pair.

The geometry pairs are categorized according to the classifica-
tion rule shown in Table 1 which considers the similarity values
as well as a linguistic similarity threshold (LST ) and a geographic
similarity threshold (GST ). The geometry pairs are classified into
threes categories: match, non-match, and potential match. A match
indicates that the geometry pair is a correspondence, while non-
match indicates no (or low) similarity between the geometries of
the pair. A potential match indicates that the geometries present
a high similarity according to only one matcher (i.e., linguistic or
geographic).

The Entity Matching process supports the Data Quality assess-
ment by providing information about the involved data sources.
More precisely, the EM approach provides additional information

1https://github.com/eubr-bigsea/EMaaS

Table 1: Classification rules.

Rule Classification
LS >LST and GS >GST Match
LS <LST and GS <GST Non-Match
(LS >LST and GS <GST ) or
(LS <LST and GS >GST ) Potential match

about the data source reliability by identifying duplicate entities
and exploiting correspondences between entities from different
data sources. The aim is to analyze the amount of matching, non-
matching and potential matching entities available in the data
sources.

In this sense, the result of the EM approach over a single data
source can be used to calculate a DQ dimension known as Unique-
ness, i.e., the degree of duplicated entities in the data source. Each
object should be represented by an unique entity, otherwise the
risk of accessing erroneous information increases. Thus, let us con-
siderCard(S) as the cardinality of a data source, i.e., the number of
entities represented in the data source and Dupl(S) the number of
duplicated entities retrieved by the EM approach, the Uniqueness
(U ) dimension can be defined as:

U (S) = Card(S) − Dupl(S)
Card(S) × 100

3.2 Two data sources
Regarding the context in which a pair of data sources (R and S) is
provided to the EM approach, the workflow is similar to the single
data source approach. Each geometry (entity) of R is paired and
compared with all geometries of S (Cartesian product). At each com-
parison between two geometries, the linguistic and geographical
similarity values are determined by the linguistic and geographic
matchers, respectively. Finally, the geometry pairs are classified as
match, non-math or potential match, according to the classification
rule presented in Table 1.

In order to support applications/users be aware of the integration
quality involving two data sources, it is important to highlight three
scenarios regarding the data sources where the Entity Matching
can be applied: a) clean-clean, b) clean-dirty, and c) dirty-dirty. A
data source is considered clean if U(S) = 100%. On the other hand, a
data source is considered dirty ifU (S) <= Φdir ty , where Φdir ty is
a threshold that can be defined according to the characteristics of
the data source. For instance, for a data source in which a certain
degree of dirtiness is negligible we can assume a Φdir ty = 95%.

The EM execution over two data sources can be helpful to better
understand the completeness of the data sources. In fact, consid-
ering two data sources R and S the completeness calculated on
the single source R can be improved by considering the difference
between the number of objects represented in the two sources.
However, since the evaluation of the completeness can be compro-
mised by the presence of dirty data (due to the linkage of different
representations of the same object), it is important to remove all
the duplicates from each single source before the evaluation of the
completeness. For this, let the set Sclean (i.e., Clean S) be defined
as S − Sduplicates and the set Rclean (i.e., Clean R) be defined as
R − Rduplicates , where Sduplicates and Rduplicates are the sets of
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duplicated entities from data sources S and R, respectively. Thus,
the completeness of S regarding R can be calculated as:

C(S,R) = Card(Sclean )
Card(Sclean ) +Card(Rclean ) −Card(Sclean ▷◁ Rclean )

4 VALIDATION
In this section, we evaluate the EM approach using real-world data
sources provided by Open Street Map2 and the municipality of
Curitiba (i.e., IPPUC). The evaluation addresses quantitative and
qualitative issues in order to calculate the Uniqueness and Com-
pleteness data quality dimension of each data source. Furthermore,
we analyze possible inconsistencies regarding the matching of geo-
graphic points and polygons contained in the data sources.

4.1 Matching of Geographical Points
Concerning a single data source, the EM approach analyzes the
amount of duplicated entities. We analyze two data sources: bus
stops osm (containing 736 entities) and bus stops municipality (con-
taining 6,982 entities). Analyzing both data sources, we identified
that they have only one attribute in common (coordinate). For this
reason, we only consider a geographic matcher to perform the EM
task. After performing the EM task over each data source, the re-
sults have shown that both data sources (bus stops osm, and bus
stops municipality) do not present duplicated entities. Thus, they
are considered clean data sources, i.e., their uniqueness isU = 100.

To integrate these data sources, the geographic matcher con-
siders as match the entity pairs that have a distance (in meters)
lower than a certain GST (also given in meters). Otherwise, the
entity pair is considered as non-match. However, if we consider
only the geographic distance, two problems can be highlighted.
Since several bus stops may be close to each other in the real world,
a bus stop can be classified as match more than once with different
representations of bus stops from the other data source. Moreover,
the application of the geographic matcher can only reduce the reli-
ability of the results since the bus stops may be close but might not
represent the same bus stop.

Figure 3 shows the amount of identified matches (left axis) and
the completeness values (right axis) at the proportion that the dis-
tance, i.e, the matching threshold, between the bus stops increases.
Regarding the identified matches, the increasing of the distance
allows more geometry pairs to be classified as a match. However,
this increasing also allows particular entities to be matched more
than once. In this sense, the entities matched multiple times repre-
sent a problem, since a bus stop cannot correspond to more than
one bus stop in the real world. Thus, we evaluate the completeness
dimension for the following data sources: bus stops osm over bus
stops municipality and bus stops municipality over bus stops osm. In
Figure 3, we vary the distance (that consider as matches two bus
stops) from 0 to 20 meters. Note that, as long as we increase the
distance, the number of entities matched more than once with the
entities belonging to the other data source is also increasing.

2http://www.openstreetmap.org

Figure 3: The EM results for bus stops osm and bus stops mu-
nicipality data sources.

4.2 Matching of Geographical Polygons
Regarding a single data source, the EM approach analyzes the
amount of duplicated entities. For instance, we analyze two data
sources: squares municipality (containing 682 entities) and squares
osm (containing 3,185 entities). The data source squares municipal-
ity does not present duplicated entities: it is a clean data source
and its uniqueness is U (squares municipality) = 100. Data source
squares osm contains instead 12 duplicated entities and thus its
uniquenessU (squares osm) = 99.6.

In order to better understand the quality of the sources squares
municipality and squares osm, the EM approach identifies similar or
potential similar entities between the data sources. To this aim, we
analyze the entity pairs considered as matches or possible matches,
and we identify that 341 squares contained in squares municipality
are identified as a match in the data source squares osm. Particularly,
340 entity pairs are considered a possible match, i.e., these pairs
present a high similarity according to at least one match (linguistic
or geographic). Based on the number of matches between both
data sources and the number of duplicate pairs in each data source,
the completeness of squares municipality regarding squares osm is
C(squares municipality, squares osm) = (682−0)

((682−0)+(3185−12)−(341)) =
19.4. On the other hand, the completeness of squares osm regard-
ing squares municipality isC(squares osm, squares municipality) =

(3185−12)
((3185−12)+(682−0)−(341)) = 90.3. Uniqueness and completeness en-
rich the set of data quality dimensions for the analyzed data sources.
The obtained quality values can support the identification of the
suitable source to obtain valuable results. In the example, the com-
pleteness for squares osm is significantly higher than squares mu-
nicipality and we can suggest this as the best source for further
analysis.

5 RELATEDWORK
In the literature, several papers claim that data quality dimensions
need to be redefined [2, 5, 12]. For example, [2] focuses on the
evolution of data quality dimensions and shows how the definitions
of these dimensions change on the basis of data type, sources and
applications considered. For example, they consider seven clusters
of dimensions (i.e., accuracy, completeness, redundancy, readability,
accessibility, consistency, and trust) and compare their definition
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in structured databases to their definition when data of a different
type (i.e., geographic data, linked data, and semi-structured text) are
considered. In [5], the authors define that the quality dimensions, in
quality assessment process, depends on the goals of data collection
and thus also on the considered business environment and the
involved data sources. A model that can be used to assess the level
of quality-in-use of the data is proposed in [12]. Authors define
the concept of Adequacy of data as "the state or ability of data of
being good enough to fulfil the goals and purposes of the analysis".
All these papers confirm the motivations behind our work: data
quality dimensions definition and assessment algorithm have to
be redefined since they are strongly dependent on the type of data
and on the application that requests data. In this sense, our work
proposes an architecture for assessing DQ in which the EM task
is used to provide quality metrics (uniqueness and completeness)
that can assist the Data Quality assessment.

Concerning the matching of geographic data, the survey [18]
classifies and describes several works which propose matching ap-
proaches in the context of geographic data. The work [7] presents
deduplication techniques based on a language model that can encap-
sulate both domain knowledge as well as local geographical knowl-
edge. This model allows exploiting the domain knowledge and the
spatial attributes to identify duplicated data. In [8], a polygon-based
approach is proposed to match roads and urban blocks provided by
Open Street Map with official data sources. The algorithm extracts
urban blocks that are central elements of urban planning and are
represented by polygons surrounded by their surrounding streets,
and it then assigns road lines to edges of urban blocks by checking
their topologies. Thus, the polygons of urban blocks can be com-
pared, checking for overlapping areas, in order to determine urban
blocks correspondents. Our work is also based on the overlapping
areas between polygons to determine correspondent polygon pairs.
In this terms, although the works previously discussed address the
geographical data matching, none of them proposed approaches
directly related to Data Quality assessment. Therefore, our work
emerges as a bridge between Data Matching and Data Quality as-
sessment.

Regarding the Entity Matching task, its importance is evident in
Data Quality Assessment [15]. To make practical use of the data,
it is often necessary to accurately identify entities from different
sources that refer to the same object [9]. A variety of approaches
have been proposed for entity matching and many of them are
described in the recent surveys [16][6]. The main types of the
approaches are probabilistic, learning-based, distance-based, and
rule-based. In our work, we focus on rule-based Entity Matching
in order to evaluate the Uniqueness and Completeness dimension
to support Data Quality assessment.

6 CONCLUSIONS
In this paper, we propose an approach for assessing the quality
of data sources contributing to smart city scenarios. The solution
is able to perform the analysis of static data sources through the
application of EM task. Based on the evaluation results, we have
observed that i) the data quality metrics are essential to understand
the fit for use of a source; and ii) the EM task can support data
quality analysis in order to provide information about the level of

duplicated entities available in a data source. Furthermore, the EM
task can be used to assist data integration, since it identifies similar
or potential similar entities between two data sources.

In future work, we intend to propose data integration using
different data sources and a methodology to assess data quality
in such a scenario. Regarding the EM task, we also intend to pro-
pose parallel EM approaches capable of scaling efficiently the EM
task in the context of Big Data [1, 14], making it suitable also for
streaming data sources. Moreover, we will analyze how our data
quality approach can be applied to data sources from other smart
city scenarios.
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