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Abstract. Monitoring of services is becoming more and more common
to ensure the quality of applications and to provide the required level of
service. Nowadays, the technology needed for supporting monitoring and,
as a consequence, also monitoring data are widely available. On the other
hand, new challenges and research issues arise concerning the design of
the monitoring infrastructure, to provide the relevant information both to
users and service providers, and their use, and in particular the analysis
of monitored data. This paper discusses the main aspects of monitoring,
and the use of monitoring data, focusing on event identification and the
evaluation of the actions and resources needed to maintain the required
level of quality of service. Research challenges related to modeling and
using monitoring data are discussed.

Keywords: Quality of Service, monitoring, event identification, quality
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1 Introduction

Services based on information technology are becoming more and more widespread
to support different types of applications. The cloud computing paradigm has
introduced different levels of services, introducing the concept of Infrastructure
as a Service (IaaS), Platform as a Service (PaaS), and Software as a Service
(SaaS) [15], and additional layers and service-based approaches are being pro-
posed, such as for instance Business Process as a Service (BPaaS) [5] and many
more. Intrinsic to the use of a service-based paradigm, there is the need of reg-
ulating the interaction between the service provider and the service consumer.
Such interaction requires that a service is provided according the functionality
and quality of service levels agreed between the two parties. Such an agreement
can be either explicitly or implicitly defined, in terms of expectation from the
users of a given service, and it can make the difference between similar alterna-
tive services in terms of user acceptance and therefore concerning the success of
the service itself.

As a consequence, there is an increasing need of data about the actual condi-
tions is which a service is provided, i.e., Quality of Service (QoS). These data are
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needed both on the provider and on the consumer side. On the consumer side,
data about the functioning conditions of a service are needed to verify if a ser-
vice is working and if its expected quality properties are the expected ones. This
information can be used to select the best available services first, and to verify
their functioning conditions during use, and be the basis for formal contractual
agreements between service consumers and providers (Service Level Agreements
- SLA). On the providers side, in addition to establishing contractual conditions,
the data about provided services can be useful to take corrective measures in
case the level of quality varies or could be improved.

This aspect is particularly important if the number of consumers for a given
service is variable over time, in particular when services are on demand, scala-
bility and elasticity are expected, and therefore the service requires a variable
number of resources to satisfy consumers requests.

As discussed in [1], monitoring is needed at different abstraction levels: high-
level monitoring provides information about the status of the virtual platform,
collected by providers or consumers at the level of middleware, application or
users, by the parties themselves or by third parties; low-level monitoring is per-
formed at the providers side to collect specific information at the hardware level,
operating system, middleware, network infrastructure and the facility supporting
the IT infrastructure. As a consequence, probes needed to collect the information
can be located in connection of the different layers of the service infrastructure.

Once the monitoring data are collected and analyzed, the information de-
riving from the monitoring activity can be used to perform three main types of
actions:

– Adaptation actions: the system can be adapted, reconfigured, using resources
in different quantities and in different ways, in order to provide the requested
service and at the requested level.

– Flexibility support : the system is capable, possibly also with the support of
human intervention facilitated by the monitoring infrastructure, of coping
with changing requirements and modes of operation, allowing variable loads
and variable levels of service according to different contexts of execution.

– Awareness support : the system is capable of analyzing data and of presenting
the information to customers and providers in a synthetic way, in the form
of dashboards that provide an overview of the status of the system, possibly
also associated with alarms and specific warning actions.

The use of monitoring data is becoming more and more widespread in a
variety of systems in which adaptivity, flexibility, and awareness support are
foreseen.

In the following, we give an overview of some relevant scenarios illustrating
them with some examples:

– Adaptive processes: since the early days of web service technology, context
awareness has been the basis for adapting process-based service composi-
tions: in the PAWS system [3], context is specified on the basis of quality of
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Fig. 1. QoS in services example

service parameters, used to evaluate the global quality of the service composi-
tion, in Process-Aware Information Systems (PAIS) the execution of flexible
processes is designed to be variable in different situations [19].

– User awareness: several awareness systems, such as, for instance, for utility
systems, such as in the case of energy consumption, monitored data are used
to inform consumers about their behaviour patterns and to create situations
in which consumers are prompted to change their previous behaviour. Tools
for facilitation behaviour changes in consumers may be based on serious
games and social interaction [4].

– Cloud service provisioning infrastructures: as it will be discussed in Sec-
tion 3, monitoring infrastructures are always provided in cloud computing
environments, in which QoS is one of the essential elements. In such environ-
ments monitoring can present different characteristics in terms of frequency
and cost, and it can be used for regulating not only the interactions between
providers and consumers, but also the internal use of resources by providers;
in Figure 1, the high-level monitoring and low-level monitoring needs for
consumers and providers respectively are shown. Specific uses of monitoring
data can be found in methods for improving energy efficiency [22, 10] or for
reducing the environmental impact of cloud computing [9].

– Internet of Things: the availability of monitoring data from sensors is one
of the characteristics of the Internet of Things (IoT). Several applications
are being developed and others are envisioned for the future. For instance,
one application domain can be found in home care, as illustrated in Figure
2, which shows the architecture for home care developed in the Attiv@bili
project [23]. In this case the monitoring data are captured by sensors in smart
watches and the infrastructure must guarantee the correct delivery of the
monitoring data to all interested applications and interconnected systems.
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Fig. 2. Smart monitoring devices architecture in Attiv@bili

As shown in the previous paragraphs, monitoring can be performed on dif-
ferent types of observed components and for several purposes. In this paper, we
discuss some critical aspects of service monitoring and present some research
challenges. First of all, Section 2 introduces the concept of monitoring as a sys-
tem that needs to be designed according to the goals to be achieved with the
monitoring activity. In Section 3, we introduce the main elements at the basis of
a monitoring system, including the need of specifying the quality dimensions and
measures, and evaluating the quality of the monitoring data. In Section 4, we
analyze more in detail the different techniques to use the monitoring data and
their potential and implications. Finally, in Section 5, we present and discuss
some research challenges concerning monitoring requirements and analysis and
use of monitoring data.

2 Designing monitoring systems

As introduced in the previous section, QoS is an important aspect in Service-
Oriented Architectures (SOA). Referring to the traditional SOA, quality is rel-
evant in all phases, as illustrated in Figure 3. The provider of the service has to
declare the quality level which can be provided for the service, stored in a QoS-
aware service registry [7]. QoS properties can be evaluated during the service
selection phase, to determine which is the best service according to the con-
sumer’s goals, and Service Level Agreements (SLA) are defined in the binding
phase, specifying the conditions for service provisioning that have to be satisfied
during service execution.

Once the provider and the consumer agreed on what to monitor, the design
of a monitoring system requires to focus on how to monitor. Without entering
into the details of a monitoring infrastructure, as discussed in [21] a monitoring
system has to provide two main modules: the interceptor and the logger. While
the former is in charge of transparently capture the information exchanged by
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Fig. 3. QoS in a Service Oriented Architecture

the service provider and consumer, the latter is responsible for storing such
messages. As also proposed in [8], depending on where the interceptor and the
logger are deployed, several configurations are possible (see Figure 4):

– Monitor in the middle: the monitoring system is provided by a third party
which is in charge of intercepting and storing information about the ex-
ecution of the service. An API is provided to allow both consumers and
providers to access to the information stored. This configuration is mainly
focused on monitoring the information exchanged from which some of the
QoS attributes can be inferred. For this reason, information about the sta-
tus of the provider infrastructure on which the service is running are not
available.

– Monitor at the consumer side: the monitoring system is under the control
of the consumer. In this way, it is possible to collect all the information
about the QoS that is considered relevant for the consumer. Similarly to
the previous configuration, QoS attributes that can be monitored or inferred
must be based on the information exchanged. As the data collected by the
consumer can be considered private, no API is usually provided.

– Monitor at the provider side: the monitoring system is under the control of
the provider. In this case, the provider can collect information about the
status of the modules and devices on which the execution of the service
is based on. Moreover, monitoring information can be customized for the
different customers of the same service. This improves the knowledge that a
provider can obtain from the service execution but, at the same time, also
increases the effort required to store and manage the ever increasing amount
of monitoring information. An API is made available to allow the customers
to access to the monitoring information of their interest.

For the sake of simplicity, we do not consider additional configurations where
the interceptor and the logger are deployed on different sites. Moreover, where
not explicitly defined, hereafter the monitor at the consumer side configuration
is assumed to be adopted.
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Fig. 4. Monitoring systems configuration deployments

As a consequence, monitoring is to be considered in the design of applications,
since it is essential for the correct functioning of service-based applications, to
ensure that service provisioning satisfies the conditions defined in the agreement
between providers and consumers.

For instance, in the S-Cube project [20, 2], a life cycle for service-based ap-
plications has been defined including two main iteration cycles, as illustrated in
Figure 5: the evolution and the adaptation cycles. In the evolution cycle, service-
based applications are designed/re-designed according to requirements, both in
terms of functionalities to be provided and in terms of possible adaptation ac-
tions to be used at run time in the adaptation cycle during the execution of the
adaptive application. Monitoring is an essential component during the execu-
tion of applications, as it provides the information needed to identify adaptation
needs and eventually the requirements for system evolution. In order to provide
the needed information to identify adaptation needs and to select the adap-
tation strategies, also monitoring becomes an element of the design/evolution
cycle, since it is necessary to specify the elements to be monitored in order to
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models, the S-Cube Life-Cycle model considers the specifics of service-based applications, 
particularly focusing on dynamic adaptation techniques during run-time. In order to take into 
account design time as well as run-time aspects, the S-Cube Life-Cycle Model defines two 
loops, which can be executed in an incremental and iterative fashion: 

x The Evolution loop (right hand side) builds on the traditional development and de-
ployment activities, including requirements engineering, design, realization, and de-
ployment. However, it extends them with “design-for-adaptation” steps, such as to 
define and implement how the system should monitor and modify itself when entering 
the left-hand side of the life-cycle.  

x The Adaptation loop (left hand side) explicitly defines activities for autonomously ad-
dressing changes during the operation of service-based applications. The activities in 
the adaptation loop follow the steps of the MAPE loop (Monitoring-Analyse-Plan-
Execute), which is typically found in autonomic systems. 

 
 

 
 

Figure 2: S-Cube Life-Cycle 
 

The S-Cube Life-Cycle Model builds on established practices from software engineering. The 
life-cycle captures a highly iterative and continuous method for developing, implementing, 
and maintaining services. Feedback is continuously cycled to and from phases in iterative 
steps of refinement and adaptation which traverse the lifecycle. To that effect the method fa-
cilitates designing solutions as assemblies of services in which the assembly description is a 
managed, first-class aspect of the solution, and hence, amenable to analysis, change, and evo-
lution. The method accommodates continuous modifications (through adaptation and evolu-
tion) of service-based applications and its quality (e.g., QoS and KPIs) at all layers.  

Continuous modifications are based on monitoring and measuring service execution against 
Service Level Agreements (SLAs) and quality goals. In this way, the S-Cube Life-Cycle 
Model allows to continuously a) detect new problems, changes, and needs for adaptation, b) 
identify possible adaptation strategies, and c) enact them. These three steps are depicted on 
the left hand side of the life-cycle model. Once service-based applications (or parts thereof) 
have been adapted, they will be re-deployed and re-provisioned and put into operation. 
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Fig. 5. S-Cube life cycle [20, 2]

have the required monitoring information to take appropriate decisions. Such a
service life cycle allows the service provider to maintain the agreed conditions
for service, continuously adapting service executions depending on the variable
context of execution, and evolving the system when adaptation is not sufficient
any more to guarantee the required QoS.

Considering monitoring as an element of design implies that the elements to
be monitored must be specified and their relevant QoS characteristics defined.
In addition, monitoring must support the evaluation of conditions, to be able to
identify adaptation needs in a timely and accurate way.

As a consequence, there is a need for a a systematic approach to monitoring,
and in particular in the following of the paper we focus on two main issues to
be considered during the development of a monitored service:

– What : models to specify monitoring elements, their characteristics, assessing
the implications of monitoring choices (Section 3).

– Usage: how monitoring data can be used to identify adaptation needs, criti-
cal situations, considering that the monitoring actions are also an overhead
during the execution of the system, and therefore a balance must be found
between the need to collect and analyze monitoring data and the amount of
resources needed for these activities (Section 4).

3 Elements of monitoring

Service monitoring requires to take into account two main aspects: monitoring
the efficiency and monitoring the effectiveness of the service. In the former case,
the goal is to focus on the non-functional aspects of a service, especially focusing
on how well a service is providing its functions to the consumer. Performance,
security issues, and privacy are typical examples of aspects to be considered.
In the latter case, the goal is to focus on the functional aspects of a service
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checking if the exchanged data are correct; this requires the adoption of data
quality (a.k.a. information quality) techniques to realize if, when invoking the
operations exposed by a service, the results are not as expected or the service
is not able to recognize non-valid input data. Efficiency and effectiveness of
monitored service usually go under the umbrella of the QoS, with the modeling
techniques discussed in Section 3.1.

In addition to the QoS, another perspective needs to be taken into account:
the quality of monitoring. As mentioned in Section 2, the monitoring activity
is performed by a service, thus being a service, it is important to evaluate its
quality, i.e., the quality of the data collected through the monitoring. In fact, the
monitoring system produces streams of data from diverse, and often heteroge-
neous sources. These data are fundamental for figuring out possible misbehavior
of the service while it is running. In addition, data could be subject to further
analysis to identify patterns and trends that are important to improve the ser-
vice. Section 3.2 focuses on this aspect discussing which are the attributes that
characterize the quality of the monitoring.

3.1 Modeling the QoS

Modeling QoS means providing a tool for the consumer of the monitored service
to realize if the service is running as expected. For this reason, we need to specify
two aspects: how the service is behaving, i.e., the status of the service, and what
the consumer is expecting from the service. In other words, on the one side
the consumer specifies the monitoring requirements, i.e., the information about
the status of the monitored service that he/she is expecting to obtain from the
monitoring system. On the other side, the monitoring service is defined in terms
of monitoring capabilities, i.e., the information that the monitoring service is able
to provide. Aligning these two perspectives is often a cumbersome task due to the
intrinsic characteristics of the QoS. Indeed, as also stated in the ISO 9216 [13],
QoS is a subjective, domain-dependent, and multi-dimensional concept.

Starting from the subjectivity, each consumer of the monitored service could
be interested on different aspects about the functioning of the service to eval-
uate its quality. Some consumer might be more focused on performance, some
other on cost. As a consequence, the QoS model needs to be flexible enough to
make a custom definition of QoS possible. Moving to domain-dependency, the
monitoring requirements for two services living in two different domains, even if
they are specified by the same consumer, may result on different definitions of
service. For this reason, the QoS model should not include a pre-defined set of
dimensions to be used in the QoS definition. On the contrary, the QoS model
needs to be extensible, i.e., it should be able to consider additional quality as-
pects that could be relevant only for a specific domain (e.g., refresh rate for a
shared storage service). Finally, QoS is multi-dimensional: it cannot be defined
by a single aspect, but it requires the modeling of different perspectives, each of
them related to the others. Thus, the QoS model must permit the definition of
relationships among the dimensions used to specify the different quality aspects.
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Fig. 6. Service quality meta-model [14]

To capture all these requirements a QoS model should be compliant to the
QoS metamodel proposed in [14] and also reported in Figure 6. Focusing only
on the most relevant elements, the Service Quality Offer and the Service

Quality Request express the monitoring capabilities and requirements, respec-
tively. As they need to be compared to realize if a monitoring system can satisfy
the consumer expectation, they must be based on the same model, i.e., the QoS
Definition (QSD), although it is used in a different way. The consumer expresses
requests listing and ranking the QoS Objects, where the ranking is obtained
using weights expressing the order of importance among the QoS objects. On
the other side, the monitoring service lists the QoS objects that is possible to
measure making their values available to the consumer. Based on this structure,
the QoS object represents a central point in QoS modeling as the requirements
and capabilities base their definition on this element. Being a placeholder for the
real QoS aspect to be considered, the resulting QoS model ensures the expected
flexibility. Indeed, the QoS Attribute and the QoS Metric that could specialize
a QoS Objects represent what is really asked/offered by the consumer/provider.
More in detail, as shown in Figure 7, a QoS Attribute defines an aspect that can
be relevant for the monitored service (e.g., response time, availability). These
attributes can be logically grouped in QoS Categories (e.g., security, perfor-
mance) that give a high-level representation of how the quality of a service can
be defined to also increase the readability of the model. Finally, each attribute
needs to be measured and one or more QoS Metrics can be defined. For in-
stance, the availability of a service can be computed using the classical metric
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that computes the ratio between the amount of time in which the service is
available and the total amount of time.

As an attribute is related to one of the aspects defining the behavior of
a service, to have a complete view about a service not only many attributes
can be requested by a consumer and many could be offered by the monitoring
service provider, but also relationships among the attributes may exist. For this
reason, as reported in Figure 7, dependency relations among attributes must be
considered. In some cases, the dependency is clear and exists according to the
definition of the attribute itself. For instance, the energy consumed by a service
while running depends, among the others, on the amount of CPU and memory
used [9]. In some other cases, hidden relationships may exist and, as discussed
in Section 4.2, some approaches are required to discover them.

3.2 Modeling the quality of the monitoring

Data collected by the monitoring system are a valuable source of information for
both the provider and the consumer. The former can realize if there are problems
while running the service and, in case, space for improvement can be sought.
The latter can figure out if the service is working as expected or, comparing the
monitoring data, coming from equivalent services, can decide which is the best
one.

In any case, it is important that data collected by the monitoring system
have a good quality. Indeed, poor data quality may cause false positives and
false negatives in detecting anomalous behaviors. Moreover, especially when very
little variations for some attributes have significant impact on the evaluation of
the service, the accuracy of the data is fundamental.

As any type of quality, also data quality definition – similarly to QoS as
discussed before – is multi-dimensional, subjective, and domain dependent. In
particular, four main attributes are really important: timeliness, accuracy, com-
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pleteness, and availability. These attributes are defined in [25] and reported in [6]
as:

– Timeliness refers to “the delay between a change of the real-world state and
the resulting modification of the information system state.”

– Accuracy : “inaccuracy implies that the information system represents a real-
world state different from the one that should have been represented.” Inac-
curacy refers to a garbled mapping into a wrong state of the system, where
it is possible to infer a valid state of the real world though the not correct
one.

– Completeness is “the ability of an information system to represent every
meaningful state of the represented real-world system.” Of course, complete-
ness is tied to incomplete representations.

– Availability of data is the extent to which data (or some portion of it) is
present, obtainable, and ready for use.

Obtaining a good level of quality for the monitoring data according to these
attributes depends on many factors. Monitoring QoS attributes requires the in-
stallation of probes that are in charge of reading the status of a phenomenon
related to the attribute and to convert it into a value. Probes can be imple-
mented as hardware or software. For instance, in a data center the monitoring
of the power consumption of a machine requires the installation of PDU (Power
Distribution Units) able to detect the amount of power and to send this infor-
mation to a monitoring system. In this case, possible errors can come from a not
proper calibration of the instruments.

Moving to another example, if the attribute to be monitored is the power
consumption of a service installed on such a machine, then the data obtained
through the PDU is only one of the composing elements [9]. Indeed, as discussed
above, the power of a software process (associated to the service) depends on
the amount of power consumed by the machine, the fraction of CPU used by the
process, the amount of memory and the I/O bandwidth. For this reason, this
attribute requires the presence of a software probe that collects all the required
information and calculates the final value. Here errors depend on factors like
the precision of the probes, the approximations done during the computation,
and the reliability of the formulas adopted. Given this complexity, monitoring
data are thus prone to systematic errors which affect the quality of the data
returned by the monitoring system and the minimization of these errors requires
higher costs. High quality probes are more expensive, as well as more precise
computations could increase the resource demanding for the monitoring system
and thus the cost.

A proper balance between the cost of designing and running the monitor-
ing system and the quality of the monitoring data is crucial. In addition to the
aspects introduced above, particular emphasis can be reserved to the cost of
storing the monitoring data. Especially when the monitoring system is installed
at the provider side, the amount of monitoring data depends on the number of
services, the number of attributes for each service, and how frequently these at-
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tributes are measured. As an example, Cloudera1 offers more than one hundred
categories of metrics, with a one minute sampling rate, with the possibility to de-
fine aggregation functions. Indeed, more attributes and more frequent sampling
time result in higher quality of monitoring data and higher costs for storing all
these data. For this reason, especially for cloud providers, different monitoring
services are proposed with different costs. For instance, Amazon CloudWatch2

offers both a basic monitoring service where pre-selected metrics are made avail-
able at five-minute frequency with no additional cost, and a detailed monitoring
where the set of metrics is the same but at one-minute frequency and with an
additional cost. Also Paraleap CloudMonix (formerly known as AzureWatch)3

offers both the possibility to monitor an unlimited set of metrics but at ten-
minutes frequency with no additional cost, and at one-minute frequency with a
fee.

Based on this scenarios, taking into account the quality of monitoring data
introduces also a new dimension for the service provider selection. Indeed, when
the same service is offered by several service providers, the selection is usually
based on the QoS. Introducing also a proper evaluation of the quality of moni-
toring data allows the service consumer to select the service provider that also
provides the most reliable and accurate monitoring data that can be useful for
ex-post analysis. About this scenario, [12] proposes an approach that optimizes
the quality of monitoring considering the accuracy of the quality attributes, the
coverage and the extensibility of the monitoring system, while respecting budget
constraints of the consumer.

4 Use of monitoring data

As mentioned in Section 3, the data collected by the monitoring system can be
relevant to ensure the quality of the service provided, to identify issues about the
service behavior, and to react to undesired situations in order to restore an ef-
fective behavior for the monitored service. In a SOA, an agreement is negotiated
between the service provider and the consumer, the SLA in which metrics are
identified together with their acceptable and undesired values, referred as Service
Level Objectives (SLO) or quality objectives as shown in Figure 6. The monitor-
ing system is the source from which SLOs can be computed and the satisfaction
of the SLA can be evaluated. Two phases of the SLA life-cycle are involved in
this activity: the SLA assessment and the SLA settlement [14]. In the assess-
ment SLOs are evaluated and compared with reference values and constraints.
The assessment has to be executed regularly and has a period of validity. When
a SLO is violated, some repair actions can be taken. This operation is part of
the settlement phase in which penalties and rewards are assigned according to

1 http://www.cloudera.com/documentation/enterprise/5-6-x/topics/cm_

metrics.html
2 https://aws.amazon.com/it/cloudwatch/
3 http://cloudmonix.com
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satisfactions and violations of the SLA, and actions affecting the SLA evaluation
outcome are prescribed.

The main issues related to the exploitation of the monitoring data for assess-
ment and settlements are:

– Events identification: not all the collected information is relevant, techniques
are needed for isolating relevant events that should be considered for enacting
repair strategies (Section 4.1).

– Condition evaluation: identified events have to be compared with reference
values in order to determine if an undesired behavior is occurring, and strate-
gies for bringing the service back to a normal behavior need to be selected
(Section 4.2).

– Resources and cost : monitoring has a cost in terms of computational re-
sources and storage space, but also an economic cost changing with the
number of collected metrics, their quality and precision (Section 4.3).

In the following of this section, these three issues will be discussed in more
detail.

4.1 Identifying events

The analysis of the satisfaction of SLOs is usually performed through the evalu-
ation of indicators, usually related to the quality perspective (Key Performance
Indicators - KPI), but also to other perspectives (e.g., energy efficiency through
Green Performance Indicators - GPI). Indicators are assessed through the com-
putation of one or more metrics, associated to them, starting from the data
collected by the monitoring system. A set of thresholds can be associated to
each indicator, defining which are the desired and undesired values [11]. When
an indicator is outside the desired range of values, something should be done
to correct this misbehavior. The approach towards the assessment of indicators
can be either proactive or reactive. A reactive approach considers as an issue
only violation of the desired values range. In the proactive approach, violations
should be avoided by preventing them observing the trends of the indicators
values. In order to do that, an alarm set of values is considered between the
violation and the satisfaction zone. An indicator whose value is in the alarm
zone is not violated, but it is likely to be violated soon. Figure 8 shows the in-
tervals of satisfaction, violation, and alarm of a generic indicator. Each of these
regions is defined by two thresholds. Defining which are the best values for these
thresholds is not an easy task. In order to define the set of undesired values, it
is possible to use as a reference best practices (e.g., the Green Grid Data Center
Maturity Model4) and consumer requests through the Service Level Agreement
(SLA). Also, changing the size of the alarm zone, the approach to violations
can change from a more reactive to a more proactive approach, thus making this
decision flexible. The threshold definition issue has been discussed in more detail
in previous work (e.g., [18]).

4 http://www.slideshare.net/martinciupa/data-center-maturity-model-white-paperfinalv2
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Fig. 8. Identifying satisfaction, alarm, and warning zones for indicators

Fig. 9. Indicators aggregation organized in a hierarchical way [17]

Classifying the indicators value in one of the zones described before is not
enough, since it is also important to understand the severity of the violation.
This can be evaluated performing a normalization of the indicators values [17]
where each value is transformed into a value in the interval [0, 1]. Thanks to
this normalization it is possible to compute a complex metric obtained from
the aggregation of several indicators concurring to the satisfaction of a common
goal, considering what in Section 3.1 was referred to as a QoS category. The ag-
gregation can be performed as a weighted sum function of the selected metrics
values, referred as Green Index Function (GIF). Indicators can be hierarchically
organized as shown in Figure 9, in which categories (e.g., IT resource usage,
Application lifecycle, Energy impact, and Organizational factors) aggregate in-
dicators through a GIF, and are used to define complex goals.

As shown in Figure 9, indicators or their aggregation can be considered as
goals and can be represented in a goal-oriented model in which goals are in-
dicators satisfaction. An event should be raised when a violation is observed,
implementing the adaptation cycle presented in Figure 5. The adaptation pro-
cess is composed of two phases: the event creation and the adaptation strategy
selection. An event is raised when a significant violation of an indicator threshold
has been observed. Not every violation generates an event. In fact, temporary
violations can be ignored since they can automatically recover or they can be due
to noise. The approach proposed in [16] addresses the identification of signifi-
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cant violations in order to generate events. Through the Integrated Energy-aware
Framework (IEF), violations are identified considering their duration over time
and their severity, thus generating an event only if the indicator is in the alarm
or warning zone for a time exceeding the accepted duration for a violation. An
event is thus described by the timestamp in which it has been generated, the
value associated to the violated indicator, a direction stating if this value is in-
creasing or decreasing (trend), a significance defining which event occurrences
have priority, and a severity computed considering the quantitative importance
of the violation.

4.2 Condition evaluation and selection of actions

Events are symptoms of misbehavior in the monitored environment and can be
used as drivers for adaptation. Evaluation of the conditions over indicators for
the generation of events is a complex task. In fact, the evaluation of violations
is sensitive to several factors. As discussed before, aggregated indicators can
be obtained from the weighted sum of a set of other indicators. In this case
we deal with a multi-attribute metric, in which weights can change over time,
affecting the evaluation of the aggregated metric. Another factor to be considered
is the consumer: different consumers can have different preferences, different
stakeholders of the same service can have a different perception of what should
be considered as a violation of the constraints. Finally, evaluation can be context-
dependent, and some constraints could get relaxed under some circumstances.

Adaptation can be performed by enacting an adaptation strategy, consisting
in one or more treatments (or actions), affecting the state of the system. In a
goal-oriented approach, it is important to model:

– Which goals are affected by the enactment of an action.
– Which kind of outcome (positive or negative) the action has over the affected

goals.

A representation of this action-to-goal model is represented in Figure 10,
where two layers are depicted: a goal layer and a treatment layer.

The goal layer contains the identified goals, modeled as the satisfaction of
constraints over indicators. As discussed in Section 3 and shown in Figure 7, di-
rect and indirect dependencies among metrics may exist. In the goal layer of the
model, these relations between indicators are also modeled as shown in the left
part of Figure 10. These relations are important for predicting the outcome of
a modification and for conducting what-if analysis. Modeling relations between
metrics can be a trivial activity if performed manually by expert. As discussed
in Section 3.1, dependencies can be directly extracted from the definition of
the metric, or can be hidden. For discovering hidden relations, automatic ap-
proaches can be employed. In [24], a representation of relations between goals of
a goal-oriented model is provided using a Bayesian Network expressing causal
dependencies among goal states. The network is automatically computed from
the analysis of the information collected through the monitoring system using a
three steps approach:
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Fig. 10. Modeling adaptation through a goal-based model

– Learning the structure of the Bayesian Network (which goals have a relation).
– Learning the direction of edges in the Bayesian Network (cause vs effect).
– Learning the parameters of the Bayesian Network (conditional probability

tables for each node).

The treatment layer contains all the actions that can be used to affect the
system state and it models their effects over the goals. The model can be used to
decide which is the best strategy to enact when a violation occurs. Since an action
can have both a positive and a negative effect over the indicators, it is important
to take into account both direct and indirect effects when taking a decision on
which action to enact. This decision is strictly dependent on the context, which
is the state of all the goals in the considered system. Since services are executed
in a complex and dynamic environment, discovering and modeling action-to-goal
relations is a complex task. In [16], the selection of an action is always followed by
a history-based analysis addressed to recognize patterns and used to validate the
current model and to eventually modify or create new relationships. In [24], the
action-to-goal relations are acquired through a continuous refinement algorithm
(the Adaptation Action Selection - AAS), which starting from scratch observes
the outcomes of action enactments and updates the model considering both the
current observation and past observations. The action effect over indicators is
associated with an impact value, assessing the probability that applying the
action the value of the indicator will change. The selected adaptation strategy
should maximize positive effects over violated indicators, while minimizing side
effects over the satisfied ones. This algorithm enables self-adaptation when an
action modifies its outcome over indicators due to some external noise and is
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not sensitive to the noise caused by other events affecting the environment of
execution during the observation.

When evaluating the effectiveness of an adaptation approach several criteria
should be considered:

– Stability : the decision taken by the algorithm should bring to a stable system
for a sufficient amount of time if no external factors occur. Stability avoids
that the algorithm keeps prescribing modifications, that in some cases could
contradict themselves, in search for an optimal solution that may not exist.
An example can be migration: if the performance of a service is not satisfying,
it is possible to migrate the service in a host with a better nominative QoS. If
after migration a significant improvement is not observed, it is not desirable
that the algorithm enacts another migration, since migration is costly and
introduces a temporary performance degradation itself.

– Flexibility : the solution should be responsive to modifications to the service,
to the set of selected indicators, and to the constraints above these indicators
without requiring a heavy reconfiguration of the adaptation algorithm.

– Scalability : the solution should scale linearly with the increasing number of
goals and constraints and with the introduction of new adaptation strate-
gies, keeping the computational time for evaluating the system limited and
providing a solution in a reasonable time.

These criteria can be used to compare several approaches and to select the
one that fits better in the considered context.

4.3 Resources and cost

Monitoring is an important step for guaranteeing the quality of the provided
service and for assessing the SLA satisfaction. However, collecting monitoring
data comes at a cost. The trade-off between the advantage of monitoring and its
cost should be considered.

In a cloud oriented environment, the monitoring system is managed by the
cloud provider who hosts the service. As discussed in Section 3.2, different
providers can offer a different quality of service according to their resources,
but also a different set of monitored information, at a different quality with a
different cost. Also, customization of the monitoring service is important for get-
ting full advantage of the monitoring system. Choosing which is the best cloud
provider can be difficult. Several aspects have to be considered:

– Quality of the service: different cloud providers can offer a different quality
for hosting the service in terms of KPIs such as response time and availability.

– Monitoring offer : the amount of available metrics can change, also their
granularity can be different. Some providers offer only metrics at the physical
level, others collect also Virtual Machine level metrics and application level
metrics.
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– Monitoring quality : quality of the monitoring system depends on the pre-
cision of the collected information which depends mainly on the sampling
time and on the ability to store old data to perform analysis [12].

– Monitoring extensibility : some cloud providers offer the possibility of extend-
ing the monitoring system with custom metrics both at the hardware level
(through the installation of new probes) and at the software level (through
the execution of scripts).

According to their characteristics, the monitoring services offered by the dif-
ferent cloud providers have different costs. It is important that this cost does not
overcome the advantage obtained from the monitoring data. Also, the analysis
of the monitoring data requires a computational effort which can be directly
proportional to the amount of these data. Computational resources have to be
employed for this analysis, thus increasing the total cost of hosting the service.

In order to avoid useless costs, the proper set of metrics, together with the
correct sampling time, should be selected. How to select which are the metrics
that actually depict the state of a service and provide value to the analysis is
still an open issue.

5 Challenges and future research work

In this section, we comment about the open issues and discuss challenges and
future research work. As mentioned at the end of Section 2, the paper has exam-
ined two main issues in a systematic approach to monitoring: the “What”, i.e.,
the specification of monitoring elements, and the “Usage”, i.e., how monitoring
data can be used.

The main question about the What issue concerns which monitoring data
should be collected. The interesting data depend on the service being provided,
for each situation not only the elements to be monitored should be specified, but
also which are the available sources of monitoring information, possibly more
than one; another issue concerns the definition of the granularity of monitoring
data, and the possibility of viewing the data and analyzing it at different gran-
ularities; a third issue concerns the quality of the monitored data, which should
be assessed to provide a complete information about the available information.

Concerning sources, it should be possible to dynamically create or use new
monitoring sources, in particular in services being provided in very variable situ-
ations, such as, for instance, in emergency situations. The impact of context for
evaluating which monitoring data are necessary, the needed granularity, and the
need for further analysis are the elements which need further investigation. In
fact, monitoring should not be homogeneous, considering always the same ele-
ments, but a focus on situations which need attention should be supported. It is
also interesting to provide methods to combine different monitoring sources, to
better assess and improve their quality, in particular consistency and complete-
ness. The selection of sources should not consider only data provided by the
system being monitored, but also consider information originating from other
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potentially useful sources. For instance, a process being executed is regularly
monitored, but some problems occurring during the process execution may be
originated by external causes [23], e.g., bad weather conditions in a delivery
service or changed health conditions in a regular home care service. The quest
for information from unrelated available sources for additional monitoring data
should therefore be further investigated. As a conclusion, we can state that while
monitoring systems are a rather mature field, there is still need for research in
the field of selection of monitoring variables, both in defining their requirements
in a precise way, and with the possibility of coping which changing situations,
and also providing support for the identification of external monitoring systems
which can provide additional information to the system being developed for
providing service. The problem of finding the right sources of data becomes a
relevant issue, including the retrieval of sources, associating meta-data to them
to be able to correctly interpret the monitoring data, and considering a value-
driven source selection. Once monitoring variables are identified in the different
sources, it is also important to understand the relationships between variables, as
this information can be useful both for filtering data and for relating information
from different sources to get additional insight.

When addressing the Usage issue, several aspects still require further inves-
tigation. First of all, there is a need to coordinate monitoring activities. In fact,
monitoring can have phases, and monitoring activities might have to be dy-
namically selected. There is an intrinsic variability in systems being monitored,
which requires a corresponding variability in the monitoring system behavior. In
some situations, monitoring is not always necessary or only a light observation
is needed, and there is a strong variability of needs between starting up phases
(or when adaptation actions are performed [16]), during regular execution, and
during exceptional or crisis situations. In general, there is the need to design
the monitoring process(es), not only the monitoring system. The monitoring re-
quirements must be specified, defining the monitoring requirements for different
goals, the requirements related to different types of events and risks, defining
monitoring actions such as the selection of variables, sampling rates, granular-
ity, sources, and so on, in the different situations. It is also necessary to include
in the requirements the specification of the quality parameters for monitored
variables, such as, accuracy, completeness, and timeliness.

During the adaptation loop, it is necessary to apply the control policies de-
fined at design time. It must be possible to verify if requirements are satisfied
in the given context and to be able to identify the best adaptation strategies
if adaptation is needed. Therefore, the design of assessment conditions and of
adaptation rules are closely associated to the design of the monitoring system.
As a concluding remark, we emphasize the need of coordinating monitoring ac-
tivities, to investigate monitoring as a process, and to study design criteria for
monitoring; in addition, for the specification of monitoring requirements research
is needed on informal, semi-formal, and formal models and methods.
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