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Context-aware Data Quality Assessment for Big Data

Danilo Ardagna, Cinzia Cappiello, Walter Samá, Monica Vitali∗

DEIB, Politecnico di Milano
Piazza Leonardo da Vinci 32, 20133 Milan, Italy

Abstract

Big data changed the way in which we collect and analyze data. In particular,
the amount of available information is constantly growing and organizations
rely more and more on data analysis in order to achieve their competitive ad-
vantage. However, such amount of data can create a real value only if combined
with quality: good decisions and actions are the results of correct, reliable and
complete data. In such a scenario, methods and techniques for the Data Qual-
ity assessment can support the identification of suitable data to process. If for
traditional database numerous assessment methods are proposed, in the Big
Data scenario new algorithms have to be designed in order to deal with novel
requirements related to variety, volume and velocity issues. In particular, in this
paper we highlight that dealing with heterogeneous sources requires an adaptive
approach able to trigger the suitable quality assessment methods on the basis of
the data type and context in which data have to be used. Furthermore, we show
that in some situations it is not possible to evaluate the quality of the entire
dataset due to performance and time constraints. For this reason, we suggest to
focus the Data Quality assessment only on a portion of the dataset and to take
into account the consequent loss of accuracy by introducing a confidence factor
as a measure of the reliability of the quality assessment procedure. We propose
a methodology to build a Data Quality adapter module, which selects the best
configuration for the Data Quality assessment based on the user main require-
ments: time minimization, confidence maximization, and budget minimization.
Experiments are performed by considering real data gathered from a smart city
case study.
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1. Introduction1

In the big data era the amount of data is constantly increasing. This is2

mainly due to datafication that refers to our ability to turn many aspects of3

our life into digital data and to make a better use of them [1]. In fact, the big4

challenge of Big Data is to transform the relevant data in good decisions and5

thus to obtain the maximum value. The problem is that not all the data are6

relevant: “one of the fundamental difficulties is that extracted information can7

be biased, noisy, outdated, incorrect, misleading and thus unreliable” [2].8

Moreover, Big Data have relevant peculiarities if compared to classic data9

sources and are usually characterized by errors and missing values. The reliabil-10

ity of the analytics results depends on the reliability of the analyzed information11

for the specific task. This reliability can be evaluated using Data Quality met-12

rics, which can give a hint to data consumers on how precise their results are13

expected to be. Since in a Big Data scenario, the implementation of data clean-14

ing approaches is not feasible due to the size and the streaming nature of the15

data source, the analysis on Data Quality is also useful to select between all16

the available information, the portion which is more reliable for the analysis,17

discarding data characterized by poor quality.18

Assessing Data Quality (DQ) can be a good starting point for identifying19

insignificant information. Data Quality is often defined as “fitness for use”,20

i.e., the ability of a data collection to meet users’ requirements [3]. It is eval-21

uated by means of different dimensions, which definition mainly depends also22

on the context of use [4]. Anyway, it is possible to distinguish a small set of23

DQ dimensions that are considered relevant in most of the studies. Such set24

includes: accuracy, completeness, timeliness and consistency [4]. For structured25

data, Data Quality literature offers several contributions proposing assessment26

algorithms for these consolidated dimensions, but Big Data pose new challenges27

related to their main characteristics: volume, velocity, and variety. A prelimi-28

nary discussion on challenges and possible solutions for Data Quality assessment29

in a Big Data scenario has been proposed in [5]. In particular, in order to ad-30

dress volume and velocity issues, it is necessary to redesign assessment methods31

for exploiting parallel computing and for reducing the computation space.32

In fact, the full assessment of application-dependent Data Quality metrics33

might require an execution time which is not feasible with the needs of the data34

consumer in an interactive scenario. As a solution, the Data Quality analysis35

might be addressed only to a portion of the data, selecting samples of the data36

source in order to perform the analysis on a reduced amount of time and with37

a reduced cost.38

For this reason, in this paper, we propose to reduce the computation space39

by considering only a portion of the data as input in order to decrease the time40

and resources needed. For making the users aware of the reliability of the Data41

Quality values, we propose to introduce a confidence metric as a measure of42

the data trustworthiness. Confidence is proportional to the amount of consid-43

ered data that depends on the constraints on the execution time, which in turn44

is influenced by the amount of available computational resources. Considering45
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these relations, in this paper we present a Data Quality service able to: (i)46

evaluate the quality level of big data sets by exploiting parallel computing, (ii)47

select the amount of data to analyze on the basis of time and resources con-48

straints. We mainly discuss this second feature by presenting the model that49

explains the relation among confidence, time and cost and showing how it can50

be used as the basis for an adaptive assessment module that, considering users51

requirements, is able to automatically change the way in which the evaluation52

is performed. The paper is structured as follows. Sect. 2 presents a real case53

study motivating the proposed approach in a smart city public transportation54

scenario. Sect. 3 discusses the issue of computing Data Quality for Big Data and55

presents an architecture to support this task. Sect. 4 discusses the proposed ap-56

proach by defining the parameters and the application scenarios of the proposed57

Confidence/Cost/Time (CCT) model. Sect. 5 defines the concept of confidence58

and issues related to its evaluation. In Sect. 6 we present the methodology for59

building the CCT model, which is applied in the smart city scenario in Sect. 760

and evaluated in Sect. 8. Finally, we discuss related work in Sect. 9 and draw61

conclusions in Sect. 10.62

2. Motivating Example: a Smart City Scenario63

The approach proposed in this paper has been conceived by analyzing the64

scenario and related issues addressed by a joint European and Brazilian project65

called EUBra-BIGSEA1. In this section we describe the goals of this project66

and the details of the considered data sources in order to better clarify the67

motivations behind the respective design choices.68

The EUBra-BIGSEA project aims to develop a cloud platform fostering69

Big Data applications development and management. The goal is to design70

cloud services able to empower Big Data analytics and thus able to support the71

development of data processing applications. Such services are developed by72

considering Big Data issues (i.e., data volume, variety, velocity, and veracity),73

QoS, privacy and security constraints. In particular, the platform is able to74

manage and store different types of data, such as structured vs unstructured75

data, stationary vs dynamic data, textual vs numeric data, and to offer a set of76

Big Data services that can be classified as [6]:77

• Data ingestion and stream processing modules: they are in charge to load78

and synchronize the data stored in the ecosystem.79

• Data access and query modules: such modules perform search and filter80

operations as well as basic aggregations.81

• Data analytics and mining modules: they are responsible to run data min-82

ing and analytics tasks on the stored data. In particular, services related83

1http://www.eubra-bigsea.eu/
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to predictive and descriptive methods and to Data Quality evaluations are84

offered.85

Such services are provided in order to support users and/or applications in86

retrieving data stored in the platform and launching value-added analysis.87

In order to test and validate all the designed methods, a real user scenario88

related to smart cities is considered [7]. The project focuses on the analysis89

of the transportation system of a Brazilian city in order to offer added value90

services to its citizens. The considered Big Data sources provide stationary geo-91

referenced data about the city as well as data about dynamic facets of the city92

life such as GPS location of buses and user cards, weather conditions and social93

data (i.e., data extracted from social networks). The data will be the input94

to the Big Data services listed above to provide: (i) support to the citizens95

by suggesting personalized alternative routes when they are experiencing some96

travel difficulties; (ii) support the municipalities to have a clear view of the state97

of the mobility in the city. These data sources are used as input for the data98

mining algorithms.99

In such scenario, the analytics applications need to rely on the data they100

are analyzing in order to achieve reliable results. The Data Quality service101

presented in this paper is in charge to provide metadata which describe the102

quality of the sources to support the data mining applications. Through the103

quality values provided by the proposed approach, data mining applications104

can have two different benefits:105

• awareness of the quality of the result as a consequence of the quality of106

the input data;107

• selection of a proper set of data, which satisfy Data Quality constraints.108

The Data Quality assessment is dynamic since it changes whenever the data109

source is updated. Moreover, the Data Quality evaluation is not general but110

it is dependent on the use that the data mining application should do of these111

data and also on the granularity level used by the application. For this reason,112

the Data Quality assessment should be performed several times for the context113

of each specific application. In a Big Data scenario this assessment can be com-114

putational expensive and a trade off between its accuracy and the computation115

time and cost is required. In this paper, we discuss this issue by creating a116

model of the relations existing between the Data Quality assessment confidence117

(measuring the reliability of the Data Quality computation), the assessment ex-118

ecution time, and the cost of the assessment in terms of required computational119

resources.120

3. Data Quality Assessment in Big Data121

As stated in Sect.1, Data Quality research area aims to develop methods for122

defining, assessing and improving the suitability and usefulness of data for the123

context in which they are supposed to be used. Many contributions focused on124
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methods and techniques for dealing with structured data, but Big Data pose125

new challenges that new methods have to address. This section discusses the126

main Data Quality concepts and then presents the Data Quality service that127

we designed within the EUBra-BIGSEA project.128

3.1. Data Quality in Big Data129

Data Quality is a prerequisite to get valuable results from analytics appli-130

cation. Data Quality is a multidimensional concept since different aspects have131

to be considered. Such aspects are modeled through Data Quality dimensions132

that are assessed through determined metrics. The literature presents many133

Data Quality dimensions but the most used ones are accuracy, completeness,134

consistency, and timeliness. Accuracy and completeness assess data along their135

correctness and numerical extension. More formally, Accuracy is defined as the136

proximity of a value v to a value v′ considered as correct [8]. Completeness is137

defined as the degree to which a given data collection includes all the expected138

data values [3]. Timeliness evaluates the temporal validity of data and it ex-139

presses how “current” analyzed data are. Consistency refers to the violation of140

semantic rules defined over a set of data items.141

In Big Data, other dimensions have to be considered. For example, the large142

number of sources makes trust and credibility important. The trustworthiness143

of a data item is the probability that its value is correct [9] [10] and depends on144

data provenance. In sensor networks, and thus in a scenario in which sources145

generate data streams, accuracy has to be considered within precision that is the146

degree to which repeated measurements show the same or similar results [11].147

In fact, in case of inaccurate values, precision allows us to detect unexpected148

context changes and/or malfunctioning of sensors [12]. Also completeness has149

to be considered from two different perspectives on the basis of the granularity150

level: the completeness of a specific reading (i.e., a set of values sensed by151

a sensor at the same time) and the completeness of the data streams. The152

former assesses the quantity of values received while the latter also considers153

the situations in which readings can be entirely missing. Such examples show154

that Data Quality definition and assessment in Big Data mainly depend on data155

types, data sources, and applications. This is also confirmed in other literature156

contributions (e.g., [9]). In this paper, we aim to design an adaptive Data quality157

service that, on the basis of the data input and the applications that request158

quality value, is able to select the right dimensions and assessment configuration159

and algorithms.160

3.2. Data Quality service161

Considering the issues described in the previous section, we propose a solu-162

tion that has been designed and developed within the EUBra-BIGSEA project163

described in Sect. 2. Such solution is called Data Quality service and mainly164

provides assessment functionalities.165

In this section, we describe the components of the Data Quality service and166

how the assessment module works also considering Big Data constraints. The167

proposed Data Quality Service Architecture is depicted in Fig. 1.168
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Figure 1: Data Quality Service Architecture

The core of the architecture is the DQ Profiling and Assessment module.169

This module is in charge of collecting statistics and information about data (e.g.,170

types of values, number of repeated values, uniqueness) and it is composed of two171

main components: the DQ Profiling module and the DQ Assessment module.172

The DQ Profiling module provides some metrics useful to “measure and monitor173

the general quality of a dataset” [13]. Profiling is in charge of calculating a set174

of metadata, which describes the data source and the main features of the fields175

composing it (e.g., maximum, minimum, average values) and the number of176

distinct values. This information provides an overview of the data source and177

can be interesting for each application that intend to use it. The DQ Assessment178

module is in charge of computing Data Quality dimensions. The metrics are179

computed according to the portion of data selected for the specific application180

and the quality metrics of interest for the final user. Not all the quality metrics181

are computable given a data source or a portion of it, since it depends on the182

nature of the data source and the type of its attributes. In our approach this set183

is automatically defined when the source is registered to the platform (1). The184

Source Analyzer module automatically detects the kind and structure of the185

source, the type of its attributes and the quality dimensions that is possible to186

evaluate, solving the context-dependent Data Quality assessment issue. After187

that, an initial profiling of the source is executed (2). Note that, especially in188

case of dynamics sources (e.g., data streams), profiling needs to be performed189

periodically in order to update over time the status of the considered source.190

The update rate is defined by the Source Analyzer on the basis of the variability191

of the source.192

The results of all the analysis performed by these two modules are stored193

in the Quality Metadata repository and are mainly used to support the DQ194

assessment.195

DQ assessment is performed on demand. The Data Quality Service Inter-196

face(3) lets the users and/or applications access the Data Quality service in197
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order to gather metadata that describe the quality level of the analyzed data198

sources. Through this interface, (i) users/applications access the characteris-199

tics of the data sources (i.e., profiling metadata) and (ii) having an overview of200

the content, they are able to select and filter the data sources to analyze, the201

DQ dimensions to evaluate and the granularity with which the quality has to202

be assessed (i.e., global, attribute or value level). The system collects all the203

users/applications settings in order to build a Configuration file that is used204

to invoke the Data Quality service and to execute all the requested evaluations205

(4). Preferences are saved for the subsequent invocations in the Custom Settings206

repository(5).207

When the user request is submitted, it is analyzed by the DQ Adapter mod-208

ule, that tunes the precision of the results according to the specification of the209

user. The adapter addresses the velocity issues if fast responses are needed. In210

fact, since the Data Quality computation can be time expensive, the adapter211

can select a subset of the available data to provide a faster evaluation but with212

a lower precision, that we defined as an index called Confidence. Once the213

confidence level has been established, the DQ Assessment is executed (6).214

To conclude, the output of the DQ profiling and assessment module is a set215

of metadata expressing a Data Quality evaluation of the sources, coupled with a216

precision value. This information is written in the Quality Metadata database.217

3.3. Data Quality Profiling and Assessment module218

The Data Quality Profiling module, in our implementation, provides the fol-219

lowing information for all the attributes contained in the Data Object: number220

of values, number of null values, number of distinct values, maximum, minimum,221

mean and standard deviation (only for numerical values). The Data Quality as-222

sessment module is instead able to evaluate the following DQ dimensions:223

• Accuracy : it is defined as the degree with which a value is correct [3].224

Currently, we have implemented it only for numerical values, in order to225

check if they are included in an expected interval or they are outliers (and226

thus not accurate).227

• Completeness: it measures the degree with which a dataset is complete228

[3]. It is evaluated by assessing the ratio between the amount of values229

currently available in the dataset and the expected amount of values. The230

expected amount of values considers both null values in available regis-231

trations and missing registrations. Note that, as regards data streams,232

missing registrations are easy to detect if data are sensed with a specific233

frequency. If data are not collected at a regular pace, it is possible to rely234

on historical data to estimate the sampling frequency that often varies235

over time.236

• Consistency : it refers to the violation of semantic rules defined over a237

set of data items [4]. Therefore, this dimension can be calculated only238

if there is the availability of a set of rules that represent dependencies239
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between attributes. We have developed a module that detects functional240

dependencies and checks if the values in the dataset respect them.241

• Distinctness: it is related to the absence of duplicates and measures the242

percentage of unique registrations or distinct attribute values in a dataset.243

• Precision: this dimension can be calculated only for numerical attributes244

and can be defined as the degree with which the values of an attribute245

are close to each other. In particular, precision is derived by considering246

the mean, and the standard deviation of all the values of the considered247

attribute.248

• Timeliness: it is the degree with which values are temporally valid. It is249

evaluated as described in [14] by considering both the timestamp related250

to the last update (i.e., currency) and the average validity of the data (i.e.,251

volatility).252

• Volume: this quality dimension provides the percentage of values con-253

tained in the analyzed Data Object with respect to the source from which254

the Data Object is extracted.255

The Data Quality assessment module is able to compute all these metrics for256

each user/application request. Note that different applications can have differ-257

ent requirements: not all the dimensions are always relevant. For example, let258

us consider a researcher that aims to analyze available data sources by applying259

data mining algorithms. The invocation of the DQ service allows him/her to260

understand the characteristics of the data source, to evaluate the suitability of261

the quality level of the source to the analysis that s/he aims to perform and to262

discard the data that do not satisfy her/his requirements. In the specific case,263

(i) data volume should be significant in order to have significant results, (ii)264

accuracy and completeness should be high in order to have a correct output,265

(iii) timeliness is less relevant since usually data mining algorithms are histori-266

cal evaluations and no specific time constraints are needed. The DQ service is267

able to evaluate these dimensions and inform the researcher about the appro-268

priateness of the considered sources. The importance of the quality dimensions,269

and thus the user requirements, also depend on the application context: for270

example the health care domain requires very high data accuracy and precision271

since errors can often have disastrous effects. There can be also the situation272

in which data have to be used by an application that has to provide an actual273

information to the users on the basis of a current context. Here, a high DQ level274

is an important requirement together with a fast execution time. In all these275

situations, the DQ Adapter module is in charge of tuning the assessment by276

defining the confidence level and the number of computational nodes to employ277

according to the user requirements. In the rest of the paper we focus on the278

design of the adapter module.279
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4. Data Quality Adapter Implementation280

In this work, we aim to provide an approach for supporting data consumers281

in the selection of the best settings for evaluating Data Quality in a Big Data282

environment, taking into account the trade off between execution time, Data283

Quality evaluation confidence, and cost of the evaluation. This is the goal of284

the DQ Adapter module presented in the Data Quality Service Architecture285

(Sect. 3).286

In this scenario three main parameters need to be considered:287

• Confidence (C): the Data Quality evaluation is totally reliable only if the288

whole dataset is evaluated. The analysis of a subset of the dataset gives289

some hints on Data Quality but with a reduced confidence. Confidence290

is proportional to the fraction of the dataset considered in the evaluation291

(Sect. 5);292

• Execution Time (T): this is the time required for the evaluation of the293

Data Quality of a dataset. This time is expected to increases with the size294

of the dataset and to decrease with the number of computational nodes295

involved in the evaluation;296

• Budget (B): in an Infrastructure as a Service (IaaS) scenario, the cost for297

executing the Data Quality computation depends on the execution time298

and the amount of resources (computational nodes) employed.299

These three parameters represent non-functional requirements for the final300

users and are in contrast with each other. In order to provide a solution taking301

into account these requirements, it is necessary to build a model of the expected302

behavior of the Data Quality analysis considering these variables.303

The model captures which are the relations between the three parameters304

involved and can be used to perform an optimization of the non-functional re-305

quirements expressed by the user. We identified three main scenarios, according306

to the main goal of the user:307

• Scenario 1 - Confidence maximization: in this scenario the user308

expresses constraints on the maximum execution time and budget, and309

searches for the configuration with the maximum confidence. The main310

goal is to obtain the higher confidence given the time and budget con-311

straints, in order to have a reliable evaluation of the Data Quality.312

• Scenario 2 - Time minimization: in this interactive scenario the user313

expresses constraints on the maximum budget and the minimum confi-314

dence level and explores the model to select the best trade off in order315

to minimize the execution time. The main goal is to have a fast response316

on Data Quality evaluation, enabling a responsive interaction between the317

user and the Data Quality evaluation algorithms.318
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• Scenario 3 - Budget minimization: in this scenario the main con-319

cern of the user is the cost of the solution. Given maximum time and320

minimum confidence constraints, the model is navigated to select the best321

configuration to obtain budget minimization.322

The underlying model, given the constraints expressed in terms of the three323

non functional variables, supports the user in selecting the best configuration324

(i.e., confidence level and number of cores to perform the analysis) to run the325

Data Quality assessment. As will be discussed in Sect. 8, each scenario results326

in solving an optimization problem given the user requirements, for which sev-327

eral configurations might reach the maximization of the goal of the user while328

satisfying the constraints.329

5. Confidence Evaluation for Data Quality Metrics330

To develop the DQ Adapter, first we need to introduce the concept of con-331

fidence, which starting from [15] is defined as follows:332

Definition 5.1. The confidence is a dimension of “believability”, and it can333

be defined as the extent to which the Data Quality analysis can be trusted with334

respect to the data at hand. Confidence can be considered a metadimension since335

it expresses the quality of the Data Quality evaluation and it is linked with the336

volume and the reliability of the data source.337

The confidence assesses the credibility and correctness of the analysis with338

respect to the portion of data used such that users and applications can save339

resources if needed. It depends on the fraction of the dataset analyzed with340

respect to all the data of the dataset relevant for the application.341

In order to reduce the size of the dataset, a sampling algorithm is ap-342

plied. Choosing the proper sampling technique becomes a critical point in343

order to be able to derive the best approximation of the reduced dataset com-344

pared to the complete one. There are different ways to derive a sample from a345

dataset [16] [17]:346

• Simple Random Sampling : is the basic technique with which a sample is347

selected from a larger group (a population). With Simple Random Sam-348

pling, tuples are selected by chance and each one has an equal probability349

of being included in the sample. In this way, some values of some attributes350

could never be taken into the samples, so the final quality is inevitably351

biased. Nevertheless, simple random sampling is the fastest method.352

• Weighted Random Sampling : unlike simple random, in this method an353

individual has a known, but possibly non-equal, probability of being in-354

cluded in the sample. For example, using a systematic random sampling,355

individuals (i.e., tuples in our case) are selected at a regular interval. The356

probability to be included in the sample is dependent on such interval that357

may be for example in terms of time or order. That is, in case of data358
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stream, it is possible to select only the registrations appearing every 25359

minutes or we can select every 10th tuple present in a table). In other360

cases, the probability can be proportional with the usage frequency of a361

tuple. By using weighted random sampling, the likelihood of bias can be362

reduced.363

• Stratified Random Sampling : in order to use this method, it is necessary to364

identify some factors through which it is possible to divide the population365

into different groups. Each group should be associated with a measure-366

ment of interest that varies among the different sub-groups. This method367

is usually applied when a population is very heterogeneous.368

To minimize the overhead, in this work we adopted the simple random sampling369

method.370

The confidence of the subset extracted through sampling the original dataset371

is generally expressed as:372

C =
sampled records

total records
(1)

even though different Data Quality metrics might be affected in a different way373

by the confidence. Experiments on this issue are discussed in Sect. 8.1.374

6. Non-Functional Requirements Optimization Model375

The described context highlights the importance for a user to be aware of the376

quality of the data she/he is using, but also the complexity and cost of assessing377

this information with the growth of the dataset size. In this paper we propose378

a methodology for building a model with the aim of supporting the user in379

selecting the best configuration of the assessment architecture. An optimization380

problem arises due to the different possible scenarios that the quality module381

has to face. The model is based on the provided non-functional requirements:382

• T : the Execution Time in minutes,383

• B: the Budget in $,384

• C: the Confidence level from 0+ to 1.385

Given the specific scenario of interest, the above non-functional requirements386

will have the role of objective function or decision variables. In this latter case,387

the non-functional requirements will be subject to a constraint. In the following388

we will denote with ·̄ the constraint parameter (e.g., T ≤ T̄ will introduce389

a performance constraint predicating on the execution time). The process to390

build the model consists of three steps:391

1. samples collection;392

2. confidence model regression;393

3. cost-oriented model exploration.394

These three steps are discussed in the rest of the section.395
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6.1. Samples collection396

The first step consists in testing the available infrastructure in order to collect397

data about the relation between the three considered parameters: execution398

time, confidence level, and budget. In the considered IaaS scenario, the budget399

is a value which is directly dependent on the number of cores involved in the400

Data Quality service execution and on the time of execution. According to this,401

in this initial steps the number of cores is considered in place of the budget.402

Data are collected by running the Data Quality service using Spark in a403

distributed way on several nodes by changing the configuration of the execution.404

We based our system on Spark because it is one of the most promising framework405

[18], and thanks to its in memory primitives for Big Data processing, allowed406

us to obtain an efficient implementation.407

More specifically, the algorithm is executed considering:408

• different confidence levels: the dataset input of the Data Quality assess-409

ment is reduced through sampling in order to evaluate the results with410

various levels of confidence;411

• different number of cores: several configurations are tested by changing412

the number of cores used to run to the assessment algorithm.413

For each configuration, the execution time is measured. The collected sam-414

ples give hints on how the confidence level and the number of cores affect the415

execution time of the Data Quality assessment algorithm. Since the described416

analysis can not be extensive due to the large number of configurations, these417

data are used as input to build a model representing the dependencies between418

these three parameters.419

6.2. Confidence model regression420

From the samples extracted by the previous step, it is possible to build a421

model, which represents the dependencies among confidence level, execution422

time, and number of cores. In this paper, we propose to build the model by423

using a regression method, in order to find the continuous function that better424

fits the samples collected in the previous phase. To build the model we used425

the approach described in [19], which shows how it is possible to regress the426

execution time of a general Hadoop or Spark application with different tech-427

niques and it demonstrated that the linear Support Vector Regression (SVR) is428

the most successful one.429

SVR is a popular machine learning approach [20], famous for its robustness
and insensitivity to outliers. Given the shapes of the curves obtained empirically
in the previous step, for a given value of confidence level c, we decided to
represent the execution time Tc as a monotonically decreasing functions of the
number of cores n:

Tc(n) =
αc

n
+ βc (2)

430

12



The monotonically decreasing function is a parametrical function with pa-431

rameters αc and βc. Equation (2) is the result of a machine learning process to432

get a first order approximation of the execution time of Hadoop or Spark jobs433

in cloud clusters. In order to select a relevant feature set, in [19] we started by434

generalizing the analytical bounds for MapReduce clusters proposed in [21, 22].435

This approach yielded a diverse collection of features including the number of436

tasks in Spark stage, average and maximum values of task execution times, av-437

erage and maximum shuffling times, as well as the number of available cores, of438

which we consider the reciprocal. Since most of these features characterize the439

Spark application execution, but cannot be controlled, equation (2) collapses440

all but number of cores, with the corresponding coefficients, into a single con-441

stant term, βc, that is the linear combination of the feature values with the442

SVR-derived weights.443

As it will be discussed in Sect. 7.2, the accuracy has been evaluated through444

the Mean Absolute Percentage Error (MAPE). The average error obtained is445

equal to 7%, which is usually considered reasonable for cluster management and446

capacity planning [23].447

6.3. Cost-oriented model exploration448

The result of the previous step provides means to model the relations among449

the time, confidence, and cores dimensions. One of the non-functional require-450

ments of the proposed approach is the budget required to support the assessment451

execution. In order to include the budget in our model, we need to map the452

non-functional requirements dimensions considered to the cost of the solution.453

In this step we transform the model in a Confidence/Cost/Time model, referred454

as CCT model, as discussed in Sect. 4.455

The cost is a function of the number of computational nodes involved in the456

process and the execution time. According to the infrastructure provider and457

to the service contract it is possible to have two different pricing policies:458

• discrete hourly cost where the user is charged for using the physical in-459

frastructure on a hourly basis;460

• time continuous cost where the user is charged for the actual time during461

which the analysis have been executed.462

The employed cost model affects in a significant way the choice of the best463

configuration.464

For the discrete hourly cost policy, knowing the hourly price of each cluster465

of machine we can derive the cost function as:466

C(n) = d n

VMConfigCores
e × costh × d T

3.6× 106
e (3)

where n is the considered number of cores, costh is the hourly price of the467

Virtual Machine (VM) used, VMConfigCores is the number of cores available468

in such VM, and T is obtained by Equation 2 (and measured in milliseconds).469
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A ceiling operator is applied to the first term, which represents the number of470

VMs involved in the execution. This is motivated by the fact that, once we use471

even a single core, we need to pay for the whole VM. According to this, the472

cost depends on the number of required VMs, rather than on the cores that473

will be effectively used. Another ceiling operator is applied to the last term for474

modeling the case in which the partial hour rent is charged as a full hour. It475

can be removed otherwise.476

For the time continuous cost policy, the actual cost per second is available.477

In this case, the cost function can be expressed as:478

C(n) = d n

VMConfigCores
e × costs × T (4)

where costs is the IaaS cost for a second, and it can be obtained from the hourly479

cost as:480

costs =
costh

3.6× 103
(5)

The cost models defined in this section are used to transform the previous481

Confidence/Cores/Time model in the desired Confidence/Cost/Time model, ac-482

cording to the pricing policy.483

7. Building the CCT Model in a Smart City Scenario484

In this section, we describe the experimental setup used to test our approach485

by performing real analysis on a real use case.486

In order to build the model discussed in Sect. 6, we collected the samples by487

executing the Data Quality assessment algorithms on a Big Data source com-488

ing from the real world where sensible data were anonymized. The analysis489

has been executed on the BusUsers dataset, collecting the information about490

ticket validations of the users in the city of Curitiba. The validation is executed491

using a magnetic card associated with a code. Each line in the log contains:492

(i) CODELINHA: the code assigned to the bus line in which the ticket vali-493

dation has been performed; (ii) NOMELINHA: the name assigned to the bus494

line; (iii) CODEVEICULO: the code assigned to the monitored vehicle; (iv)495

NUMCARTAO: the code associated with the user magnetic card; (v) DATAU-496

TILIZACAO: the timestamp at which the ticket validation has been recorded.497

We take into considerations several of the Data Quality metrics (Completeness,498

Consistency, Distinctness, Timeliness, and Volume) introduced in Sect. 3.3 at499

different granularity levels (the whole dataset, a single attribute and a single500

value for an attribute of a data source).501

To perform these tests a Microsoft Azure Cluster with Xeon processors, from502

8 cores up to 48 cores @3GHz and from 12Gb up to 52Gb of RAM, has been503

used based on D4 v2 VMs. The cluster was run with 1 up to 6 workers with 4504

executors per worker, each one with 2 cores and 2Gb of RAM, and a driver, the505

master node of the Spark application, with 4Gb of RAM.506
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For what concerns the evaluation of the accuracy of the estimates of the507

execution time, and also of the comparison between the actual quality dimen-508

sions and the one obtained at the different confidence levels (due to sampling)509

we consider the Mean Absolute Percentage Error (MAPE). For evaluating the510

confidence precision, the MAPE is defined as:511

MAPE =

(
1

card(C)

∑

c∈C

|Actualc − Forecastc|
|Actualc|

)
(6)

512

where C is the set containing all the available confidence values, card(C) repre-513

sents its cardinality, Actualc and Forecastc represent the real value of a given514

quality metric (e.g., Completeness, Distinctness) or the time measured on the515

system and the predicted one for the considered confidence level (or via Eq. 2).516

7.1. Step 1: samples collection517

The first step of the approach consists in collecting sample data from the518

execution of the DQ Assessment module with different configurations. The519

algorithm has been executed several times on the described environment with520

different configurations in order to collect samples to build the non-functional521

requirements dependency model. In our tests we considered 64 configurations,522

obtained by combining these variables:523

• Number of cores: 12, 16, 20, 24, 32, 38, 40, 48.524

• Confidence levels: from 0.125 to 1.000 with step 0.125.525

Starting from 1 up to 6 workers, with step 1, the full analysis is repeated 2526

times, the first time all the available cores are used and the second time half527

of the available cores are used. Moreover, for each configuration, eight levels of528

Confidence are tested, starting from 12.5% to 100% with pace 12.5%. For each529

configuration, the analysis has been repeated three times and by aggregating530

the execution times of the three repetitions, a triple (Time, Cores, Confidence)531

has been obtained.532

Fig. 2 shows a graphical representation of the triples by connecting the points533

with the same confidence level. As can be observed, the results follow a mono-534

tonically decreasing function with a minimum execution time of 35 minutes535

when considering the lowest confidence with the highest number of cores and536

with a maximum of 2 hours and 20 minutes in the opposite case.537

The tests executions have been affected by some noise for the configurations538

with 24 and 38 nodes, resulting in a very high execution time. Noisy data,539

which differ from the average behavior for more than three times the standard540

deviation, have been removed from the samples set. This issue is independent541

from our approach but it is seldom observed in a cloud environment as analyzed542

in [24].543
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Figure 2: Empirical execution time vs. number of cores dependency at multiple confidence
levels.

7.2. Step 2: confidence model regression544

In this step, we have applied the confidence model regression described in545

Sect. 6.2 to the samples obtained in the previous step. For each confidence546

level, the parameters αc and βc have been obtained by considering SVR and by547

splitting the dataset gathered during the profiling into training and test set (80-548

20 ratio has been considered). The values obtained for each confidence level are549

listed in Tab. 1. They are expressed by large numbers because the considered550

execution times were in measured in milliseconds.551

In Fig. 3 the results of the regression model are plotted in comparison to552

the curves obtained from the interpolation of the sampling results and reported553

also in Fig. 2. Due to the different slope of the initial segment for the different554

confidence values, in the derived curves of Fig. 2, with respect to the other ones,555

we decided to put some higher weights (five times larger) in the training model556

for the configurations with 12 and 16 cores. In this way, we force the training557

function to focus more on few cores to derive the final model.558

The model has been evaluated by computing the MAPE error for each con-559

fidence level on the test set. The resulting average MAPE is equal to 7%,560

demonstrating a good accuracy for the derived model.561

7.3. Step 3: cost-oriented model exploration562

As discussed in Sect. 6.3, the last step consists in transforming the Confi-563

dence/Cores/Time model in a Confidence/Cost/Time model by applying Eq. 3564
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Confidence c αc βc

0.125 21480000 1964776

0.250 23348496 2168536

0.375 27011760 2507483

0.500 29428656 2917189

0.625 33823152 3401108

0.750 39272400 3484089

0.875 46153008 3832474

1.0 50145744 4181366

Table 1: Parameters of the execution time regression model

or Eq. 4 according to the pricing policy. In the experiments, we used the Azure565

Microsoft cloud as IaaS with configuration D4 v2. At the time of the experi-566

ments, the hourly price was equal to 0.458 dollars/hour2. In the experiments,567

we applied both pricing policies to show the impact of the policies on the optimal568

configuration selection.569

Given the model and the non-functional requirements, selecting the best570

value for the three dimensions (confidence, cost, and execution time) becomes571

an optimization problem. In Sect. 8.2 we discuss the application of the model572

in the three scenarios introduced in Sect. 4.573

8. Experimental Evaluation574

In this section we discuss the results of the experiments. First of all we575

discuss how the confidence level affects the several Data Quality metrics com-576

paring the values for the DQ dimensions obtained considering the whole dataset577

with the one obtained sampling the dataset according to the different confidence578

levels. Then, we apply the model to the three scenarios introduced in Sect. 4579

and we discuss how the obtained CCT model can support the configuration580

selection.581

8.1. Confidence impact on Data Quality assessment582

In this section we will discuss the quality results of each different DQ As-583

sessment test executed, in order to find out how the quality changes based on584

the considered confidence level. For each Data Quality dimension, the assessed585

value of the whole dataset is compared with the ones obtained with the sampled586

datasets for each confidence level. As discussed in Sect. 7.1, each test has been587

2https://azure.microsoft.com/en-us/pricing/details/virtual-machines/linux, un-
der General Purpose Machines. Last Accessed 30-03-2017
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Figure 3: Empirical execution time vs. SVR fitting at multiple confidence levels.

repeated three times and the obtained results are the average of the results of588

each execution. The maximum error is expressed by considering each confidence589

level with respect to the real value, and computing the MAPE. This evaluation is590

important because it supports the user in the selection of the proper confidence591

level: the higher the sensitivity of the metric to the volume of considered data592

in the evaluation, the higher the required confidence to obtain reliable data; the593

lower the sensitivity, the lower the required confidence.594

The experiments discussed in this section show that the confidence is not the595

only dimension to be considered when evaluating the reliability of the analysis.596

In fact, the confidence has a different impact on different metrics. Also, this597

impact is dependent on the dataset considered.598

Here we make some considerations by using the experiments on the smart599

city scenario, and specifically analyzing the BusUsers data stream.600

Completeness. The comparison of the evaluation of the completeness metric601

with the full dataset and with the different confidence levels resulted, on average,602

in a MAPE of 0.007% (Fig. 4a). The maximum error measured is equal to 0.03%603

and it can be reduced to 0.01% whenever at least a Confidence equal to 0.5 is604

chosen. For this metric, the confidence level has a limited effect on the reliability605
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(a) Completeness confidence evaluation (b) Distinctness confidence evaluation

(c) Consistency confidence evaluation (rule 1)(d) Consistency confidence evaluation (rule 2)

(e) Timeliness max confidence evaluation (f) Timeliness mean confidence evaluation

Figure 4: Confidence impact on Data Quality assessment dimensions

of the evaluation.606

Distinctness. The evaluation of the distinctness metric does not change signifi-607

cantly with respect to the considered confidence. The resulting average MAPE608

is equal to 0.384% and the maximum error is equal to 1% (Fig. 4b). We obtain609

a monotonically decreasing distribution of the values and this can be explained610

by considering that, by taking the samples randomly, it is less probable to get611

consecutive rows and so it is less probable to obtain duplicates with respect to612

a sequential random sampling.613

Consistency. The consistency of the sampled dataset is compared with the one614

of the whole dataset for each of the association rules detected. As an example, we615

evaluated the consistency of the rule CODLINHA→ CODV EICULO, which616

specifies the existence of a semantic rule between the code of the bus line and617

the code of the vehicle. If the rule is verified, then a vehicle is mainly assigned618
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to a single bus line. The results are very similar with each other (Fig. 4c), with619

a MAPE equal to 0.109% and a maximum error equal to 0.3%.620

The consistency reliability is dependent on the association rule. The rule621

CODLINHA → NOMELINHA specifies the existence of a semantic rule622

between the code of the bus line and the name of the bus line. If the rule is623

verified, than a bus line name is associated with a single bus line code. In this624

case, the obtained MAPE is equal to 0.004% and the maximum error is less625

than 0.01% (Fig. 4d).626

Timeliness. The timeliness is evaluated by the DQ Assessment module comput-627

ing three values: the minimum, maximum, and mean timeliness of the dataset.628

All the minimum values are equal to 0 in this source and so we will not show629

them in details, even if theoretically a random sampling can take only the most630

recent values in the worst case. For the maximum value, a small amount of ran-631

dom data are sufficient to derive a very good approximation of the real value:632

in fact, the MAPE is equal to 0.001% and the maximum error is equal to the633

0.003% and the latter one can be also reduced to 0.00002% if a confidence level634

greater or equal to 0.250 is considered (Fig.4e).635

For what concerns the mean Timeliness, its values are strictly dependent on636

the samples. For this metric, the MAPE is equal to 0.001% and the maximum637

measured error is equal to the 0.004% and so it can be considered still very low638

(Fig.4f).639

8.2. Applying the CCT model to the different user scenarios640

In this section, the CCT model has been applied to the three scenarios driven641

by the user goals: (i) Confidence Maximization; (ii) Time minimization, and642

(iii) Budget minimization. The same model is used for each scenario, and axis643

rotation is applied to put emphasis on the variable of interest for the user. For644

each scenario, both the discrete and continuous pricing policies are discussed.645

8.2.1. Scenario 1: Confidence maximization646

In this scenario, the confidence is expressed as a function of the Execution
Time and the Budget. The optimization problem to solve will have as objective
function the confidence maximization, and constraints on the execution time
and budget according to the user requirements:

max
T,B

C = f(T,B)

subject to:

T ≤ T̄
B ≤ B̄

The CCT model can be used to solve this optimization problem formulation,647

which after some algebra, allows to obtain a relation among the three variables648

in closed form. The result will be the configuration, which allows to get the649

maximum confidence with the time and budget constraints expressed.650
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Figure 5: Confidence Maximization with time continuous cost.

In order to respect the constraints, all the configurations with T > T̄ and651

with B > B̄ are ignored. Given the model, several solutions might provide the652

maximum confidence level. These can be considered as Pareto points belonging653

to the Pareto Frontier : each point of the Pareto front satisfies the requirements654

maximizing the confidence. The user can choose the configuration between them655

according to which of the other parameters has a higher importance to her/him.656

In our approach, the user can additionally specify which requirement to further657

optimize (e.g., to minimize the budget or the execution time). Now we analyze658

the results using the two different pricing policies.659

Time continuous cost. In this scenario we applied the hourly cost to the model660

using Eq. 4. In this case costs and times are evenly distributed and the results661

are shown in Fig. 5.662

The discrete maximum confidence function is represented, as expected, as a663

3D step-style graph from which we can make some considerations:664

• with B̄ < 1$ and T̄ < 50 minutes the full analysis can not be executed665

since there is no confidence level which satisfy those constraints;666

• at least 1$ has to be spent in order to enable the analysis. However, less667

than 2$ are sufficient to get the results with the maximum confidence in668

120/140 minutes;669

• at least 35-40 minutes are needed to perform the analysis with a confidence670

level greater or equal than 0.25, but to get C = 1 the module should run671

more than 80 minutes, even if we are inclined to spend more than 3$;672

• there are multiple configurations that enables to reach the maximum con-673

fidence. For example in addition to the configurations discussed above we674

can achieve it with 3$ and 100 minutes, or with 2.7$ and 110 minutes.675
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Figure 6: Confidence Maximization with discrete hourly cost.

Discrete hourly cost. In this scenario, the usage of the nodes is charged per676

hour. The model obtained in in this scenario is shown in Fig. 6.677

Observing the graph some considerations can be made:678

• when T̄ ≤ 1 hour it is impossible to analyze the whole dataset with a679

confidence greater than 0.25 without having to pay at least 2$;680

• the Pareto points for C = 1, that were previously obtainable without681

spending more than 2.5$, are not available in this scenario;682

• costs are generally higher than the previous considered case, with a 5.5$683

peak with respect to the previous 4$ peak;684

• in some cases, by slightly increasing the costs, multiple steps of confidence685

can be crossed.686

Comparisons of the two pricing policies. To highlight the impact of the pricing687

policies on the optimal configuration we compared the models shown in Fig. 5688

and Fig. 6 plotting a graph representing the difference between them, shown in689

Fig. 7.690

The main difference in confidence, equal to 0.625, can be found between691

the costs equal to 1$ and 2$ and the execution time equal to 120 and 140692

minutes. This can be explained by considering that such solution corresponds693

to the configurations with 12 and 16 cores whose costs is 0.916$/h. In case the694

analysis lasts 140 minutes, the cost with the discrete hourly cost policy is equal695

to 2.748$, instead of the 2.173$/h of the time continuous cost policy. From the696

graph, we can observe that with a budget difference of 0.575$/h, we can obtain697

a better confidence level than before only by using a different configuration,698

maintaining the same final budget and the same final execution time.699

The other main differences can be observed in the interval of execution time700

from 1 to 2 hours, as we can expect from the previous reasoning.701
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Figure 7: Scenario 1: comparison between the two pricing policies.

The points represented in dark red in Fig. 7 represents configuration in which702

the difference between the pricing policies in terms of confidence levels is equal703

to 0.704

8.2.2. Scenario 2: Time minimization705

In this scenario the graph is rotated to highlight the execution time dimen-706

sion. Time minimization represents our objective function and requirements on707

confidence and budget are the model constraints. In solving the problem, all708

the configurations with C < C̄ and B > B̄ are ignored. The optimal configura-709

tion minimizing the execution time is selected among the ones that satisfy the710

previous requirements.711

Time continuous cost. As shown in Fig. 8, in this scenario the minimum exe-712

cution time and the minimum cost correspond with a confidence level equal to713

0.125. This is the configuration with the lowest execution time, without consid-714

ering the points in which the analysis cannot be performed, that are represented715

in dark red. Moreover, the higher is the confidence level, the higher will be the716

execution time by considering the cost as fixed.717

Discrete hourly cost. In this scenario, depicted in Fig. 9, the differences of the718

solutions with a cost equal to 2$ or 3$ are less evident. It is worth noticing that719

it is not possible to complete an analysis with C = 1 without spending less than720

2.7$, which is the configuration requiring the maximum execution time.721

Comparisons of the two pricing policies. The graph representing the difference722

between the two pricing policies for scenario 2 is shown in Fig. 10. The points723

with a positive difference represent all the configurations possible only with a724

continuous cost model.725

As expected, the discrete hourly cost policy represents only a limitation726

without benefits. Whenever the cloud system has this second type of pricing727
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Figure 8: Time minimization with time continuous cost.

Figure 9: Time minimization with discrete hourly cost.

policy, we can only suggest to users to specify as requirements the points rep-728

resented in light red, in the previous figure, in which the difference between the729

policies is near to 0.730

8.2.3. Scenario 3: Budget minimization731

In this scenario, the objective function of the optimization problem is the732

minimization of the budget, while confidence and execution time are constraints733

such that C ≥ C̄ and T ≤ T̄ . The Pareto frontier is composed of all the points734

satisfying the constraints with the minimum budget value.735

Time continuous cost. The graph that we obtain with this scenario is shown736

in Fig. 11. The shapes of the cost functions for each confidence level are sim-737

ilar to each other, but increasing the confidence, the execution time increases738

accordingly.739
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Figure 10: Scenario 2: comparison between the two pricing policies.

Figure 11: Budget minimization with time continuous cost.

Discrete hourly cost. By considering the discrete hourly cost policy we obtain740

the graph in Fig. 12.741

In this case, by changing execution time and confidence we obtain several742

solutions with the same budget. In fact, in this scenario, the graph is more flat743

than in the previous case. For example, this happens for execution time between744

60 and 140 and confidence level between 0.375 and 0.75 with a low variations745

of costs.746

Comparisons of the two pricing policies. Even in this case, we depict the dif-747

ference between the two policies in Fig. 13.748

From this graph we can observe that the difference in terms of final costs749

can be really high, with peaks of 2$ and 2.5$, but there is a dark green rectangle750

that represent the confidence level equal to 0.875 and the execution time greater751

than 100 minutes in which the costs of the different types of prices are the same.752
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Figure 12: Budget minimization with discrete hourly cost.

Figure 13: Scenario 3: comparison between the two pricing policies.

9. Related Work753

Data Quality research area proposes many consolidated approaches that754

work fine on relational models but that cannot be properly applied in Big Data755

environments: Big Data require new models, methods and techniques for the756

definition, assessment and improvement of Data Quality dimensions. In the lit-757

erature several papers claim that Data Quality dimensions need to be redefined758

for Big Data. For example, [9] focuses on the evolution of Data Quality dimen-759

sions and shows how the definitions of these dimensions change on the basis of760

data type, sources and applications considered. Data Quality dimensions have761

been analyzed in the Big Data scenario also in [25]. Authors also define a qual-762

ity assessment process for Big Data: the definition of the quality dimensions763

here depends on the goals of data collection and thus also on the considered764

business environment and the involved data sources. A model that can be used765

to assess the level of quality- in-use of the data in Big Data is proposed in [26].766

Authors define the concept of adequacy of data as “the state or ability of data767
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of being good enough to fulfill the goals and purposes of the analysis”. Other768

papers focus only on the novel dimensions that should be introduced in the Big769

Data scenario. Authors in [27] discuss the rise of Big Data on cloud computing770

and depict Data Quality as a challenge. In particular, authors state that high-771

quality data in the cloud are characterized by data consistency: the quality of772

different data sources is high if there are not inconsistencies among their values.773

The importance of trustworthiness in the Big Data scenario is highlighted in774

[28]. Trust together with accuracy has been also considered in [29]. In this pa-775

per authors focus on data mining systems and claim that in Big Data the data776

sources are of many different origins, not all well- known, and not all verifiable.777

Therefore, data validation and provenance tracing become more than a neces-778

sary step for analytics applications. All these papers confirm the motivations779

behind our work: Data Quality dimensions definition and assessment algorithm780

have to be redefined and are strongly dependent on the type of data and data781

source and on the application that requests data. In this work, we do not aim to782

provide novel definition of quality dimensions but we define an architecture for783

an adaptive Data Quality service able to provide the right quality metadata for784

the considered application. Moreover, we show the Confidence impact on the785

sensitivity of other Data Quality dimensions. In this work we also propose to786

manage the Data Quality assessment by optimizing non functional requirements787

such as the accuracy of the evaluation, execution time, and cost, considering a788

Big Data execution environment. Other approaches have focused on estimating789

the execution time of applications for cluster capacity planning and/or runtime790

scheduling. In [30], the authors analyze the performance of Spark applications791

deployed in a public cloud infrastructure to build models able to estimate the792

time required by the application. The approach consists in a profiling phase793

where the application is executed several times with different inputs, and in a794

testing phase in which the acquired model is used to predict the execution time795

of the application analyzing the whole dataset. The model aims at capturing796

the relation between the execution time and the dataset size as well as the con-797

figuration parameters. The authors investigated the issue also in [31], where a798

fluid Petri net has been employed to create a model able to envision MapReduce799

jobs execution time.800

Other approaches focus on performance optimization of map reduce jobs. In801

[32], the performance of Big Data applications are analyzed in order to detect802

the main factors that affect their quality, with the aim of detecting the source of803

the degradation of the applications as well as the limitations of the infrastructure804

hosting it. In [33], the application non functional requirements are considered805

by proposing a new cloud service for scaling the infrastructure to meet them.806

Performance are also studied in [34], where the authors propose a correlation-807

based performance analysis to identify critical outliers by correlating different808

phases, tasks, and resources.809
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10. Conclusions810

In this paper, we have analyzed the issue of providing a Data Quality assess-811

ment service for supporting analytics application in the selection of a proper set812

of input while respecting non functional requirements such as execution time813

and budget constraints.814

The goal of the paper is to provide a Data Quality service for applications815

aiming at analyzing Big Data sources. We proposed an architecture for manag-816

ing Data Quality assessment and we have focused on the DQ Adapter module.817

This module is designed with context-aware methodology to support the user in818

selecting the best configuration parameters to run the Data Quality assessment819

according to the main goal (budget minimization, time minimization, confidence820

maximization). To support this decision we built a model that we called CCT821

(Confidence/Cost/Time) model, able to capture the relations between the non822

functional requirements. The model can be used to solve the configuration se-823

lection in terms of number of cores involved in the evaluation and confidence824

level of the input dataset, as an optimization problem. To model the execution825

cost, two different pricing models have been considered: the hourly pricing and826

the time continuous pricing. From the proposed model of Confidence we are827

able to automatically run the analysis with the best possible parameters based828

on the non-functional requirements of the users and the applications.829

We applied our methodology to a smart city scenario, by analyzing the qual-830

ity of streaming data collected in the city of Curitiba, and we studied the effect831

of confidence on the Data Quality assessment. In our case study, the precision832

of the model to capture the relations between the non functional requirements833

showed high, with a MAPE lower than 7%. In the experiments, we have demon-834

strated that the sensitiveness of the Data Quality assessment to the confidence835

depends both on the data source features and on the specific Data Quality di-836

mension: different dimension can be sensitive in a different way to the confidence837

level. Moreover, the three optimization scenarios have been analyzed by also838

comparing the effect of the pricing policy on the configuration selection.839
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 Data Quality assessment is a key success point for applications using big data 
 Data quality assessment in big data requires approximation 
 Confidence enables to give hints on data quality without a complete analysis 
 Confidence is sensitive to the data source and the DQ metrics considered 
 Optimization is used to select the best configuration for assessing DQ 
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